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Abstract 

This study investigates the application of machine learning models to predict school dropouts in Nyanza District, 

Rwanda, addressing the challenge of early identification of at-risk students. By adopting a classification-based approach, 

the research analyzes data from parents or guardians, school instructors, and teachers to pinpoint contributing factors 

such as socioeconomic conditions, academic performance, and family background. The research explores a range of 

machine learning models, including Logistic Regression, Decision Tree Classifier, Gradient Boosting Regression, 

Artificial Neural Networks (ANN), K-Nearest Neighbors (KNN), and Naive Bayes. These models are evaluated using 

metrics like accuracy, recall, precision, F1 score, and ROC-AUC, with an emphasis on balancing recall (identifying at-

risk students) and precision. The study reveals that different models offer varying levels of performance. KNN achieves 

a notable accuracy of 0.72 and an exceptional recall of 0.91, successfully identifying 91% of at-risk students. Naive 

Bayes, however, is highlighted as the most well rounded model, balancing precision and recall effectively. This research 

fills the gap in predictive analytics for dropout prevention in Nyanza District and offers actionable insights for educators 

and policymakers to enhance student retention through targeted interventions. 

Keywords: School Dropout Prediction; Machine Learning; Educational Data; Student Retention. 

1. Introduction 

The Dropout report by the Ministry of Education MINEDUC and the United Nations International 

Children's Emergency Fund UNICEF Rwanda (2019) provides an insightful analysis of school 

dropout rates in Rwanda, revealing a clear gender disparity in dropout experiences. The report 

highlights that 13.4% of 12-year-old boys have faced at least one dropout, while the figure for girls 

is considerably lower, at 5.2%. This difference suggests that boys are more likely to drop out of 

school compared to girls at this age, emphasizing the need for targeted interventions to address the 

underlying factors contributing to this disparity (RGB & World Health Organisation, 2019)(Card, 

2023). The report further delves into the various factors influencing school dropouts in Rwanda, 

shedding light on socio-economic, cultural, and educational challenges that affect boys and girls 

differently. It calls for comprehensive strategies to reduce dropout rates, with a focus on ensuring 

equal opportunities for both genders and tackling the root causes of these disparities. Addressing the 

dropout issue is crucial for improving educational outcomes and empowering children in Rwanda, 

particularly in marginalized communities. In Rwanda, the dropout rates reveal a shifting trend based 

on age and gender. While boys exhibit slightly higher dropout rates in lower secondary schools, the 

trend reverses after age 16. This change is largely attributed to low primary-to-secondary transition 

rates, which particularly affect girls.  
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Despite the government's efforts to address the issue, such as eliminating tuition fees, girls still face 

significant challenges in continuing their education, leading to higher dropout rates as they transition 

to secondary school (MINEDUC & UNICEF, 2017). The persistence of high dropout rates in 

Rwanda can be linked to various systemic challenges. Issues such as low enrollment, overcrowded 

classrooms, and limited resources continue to affect the education system. While these obstacles 

hinder educational progress for all students, they disproportionately influence girls, making it more 

difficult for them to remain in school beyond the lower secondary level. Despite the government's 

initiatives, these challenges remain a significant barrier to achieving universal education and 

reducing dropout rates in the country. Recognizing the multifaceted nature of these issues, a 

researcher focuses on investigating and proposing solutions for Nine Years of Basic Education and 

upper secondary schools in Nyanza District. 

Machine learning has emerged as a promising tool to address the complex socio-economic barriers 

faced by students in developing countries(Goran et al., 2024). Although initiatives like the Twelve 

Years Basic Education (12YBE) program have aimed to reduce dropout rates, these challenges 

remain a significant hurdle in achieving a dropout-free education system. This study examines the 

application of machine learning in understanding and predicting school dropouts in Rwanda, with a 

particular focus on Nyanza District. 

Guided by human capital theory—which underscores the value of education as an investment in 

future income—the research seeks innovative solutions to persistent dropout problems. By 

leveraging machine learning models, the study aims to provide actionable insights into dropout 

factors, enabling educators and policymakers to implement targeted interventions(Raju & Eid, 

n.d.)(Syed Mustapha, 2023). This survey serves as a valuable resource for exploring the role of 

technology in combating dropout challenges, emphasizing the potential of machine learning to 

support education as a cornerstone of social and economic development. 

The paper is organized as follows: Section II presents the literature review carried out in this field 

using Machine learning. Section III describes our proposed method for predicting school dropouts. 

Section IV describes different experiments carried out (interpretation of our results) and the results 

obtained. Finally in section V summarizes the main conclusions and future research. 

2. Literature Review 

To successfully reduce student attrition, it is imperative to understand which students are at risk of 

dropping out. We develop an early detection system (EDS) to predict student success in tertiary 

education as a basis for a targeted intervention. The EDS uses regression analysis, neural networks, 

decision trees, and the AdaBoost algorithm to identify student characteristics that distinguish 

potential dropouts from graduates( et al., 2023). The developed method can be implemented in every 

German university, as it uses student performance and demographic data collected and maintained 

by legal mandate(Eckhoff et al., 2023). Therefore, the EDS self-adjusts to the university where it is 

employed. The EDS is tested and applied at a state university and a private university of applied 

sciences. Both institutes of higher education differ considerably in their organization, tuition fees, 

and student-teacher ratios. Our results indicate a prediction accuracy at the end of the first semester 

of 79% for the state university and 85% for the private university of applied sciences. After the fourth 
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semester, the accuracy improves to 90% for the state university and 95% for the private university 

of applied sciences (Berens et al., 2019). 

 

Early prediction of student dropout can assist academic institutions in providing timely intervention 

as well as suitable planning and training to improve students' success rates. This study used a variety 

of machine-learning techniques to predict academic dropout among students(Villar & de Andrade, 

2024). The model was trained and tested using DT, LR, NB, SVM, KNN, and ANN(Cam et al., 

2024). With the use of the suggested prediction approach, course advisors, organizations, and the 

university will be able to assess students' performance and put effective interventions in place to raise 

their academic performance in advance. This study discovered that the Logistic Regression Model 

outperformed the other models employed in this investigation in predicting student dropouts. To 

increase accuracy, the proposed model may need to be re-evaluated using additional datasets, perhaps 

drawn from academic Big Datasets(Technique, 2023) 

Finding probable dropout students is a wonderful way to improve retention strategies like help 

programs, training, or mentoring. Thus, a quantitative evaluation of the chances of failure can help 

allocate instructional, psychological, and administrative resources effectively. If captured, data 

produced within the academic setting can provide amazing insight that could also help identify and 

manage student dropouts. The study’s primary goal is to design a machine-learning model for student 

dropout prediction. To achieve this, academic data of first-year undergraduate Computer Science at 

the University of Benin between the years 2016 to 2020 were considered (Technique, 2023). 

Student dropout is a serious issue in that it not only affects the individual students who drop out but 

also has negative impacts on the former university, family, and society together(Aina et al., 2022). To 

resolve this, various attempts have been made to predict student dropout using machine learning. 

Academic records collected from 20,050 students of the university were analyzed and used for 

learning. Various machine learning models(Arya et al., 2024) were used to implement the model, 

including Logistic Regression, Decision Tree, Random Forest, Support Vector Machine, Deep Neural 

Network, and LightGBM (Light Gradient Boosting Machine)(Kanber et al., 2024), and their 

performances were compared through experiments(Rufo et al., 2021)(McCarty et al., 2020). We also 

discuss the influence of oversampling used to resolve data imbalance issues in the dropout data. For 

this purpose, various oversampling algorithms such as SMOTE, ADASYN, and Borderline-SMOTE 

were tested. Our experimental results showed that the proposed model implemented using LightGBM 

provided the best performance with an F1-score of 0.840, which is higher than the results of previous 

studies discussing the dropout prediction with the issue of class imbalance (Cho et al., 2023). 

Predicting school dropout involves identifying students at risk of discontinuing their education based 

on a variety of factors. Studies have shown that socioeconomic background, academic performance, 

attendance records, and family circumstances are among the key indicators influencing dropout rates 

(Pokhrel, 2024)(Paul & Thapa, 2024). Predictive analytics can offer early warnings, enabling timely 

interventions. Research highlights the importance of robust models to differentiate between students 

likely to drop out and those who are not, minimizing false positives(Pazukhina et al., 2024)(Gordon 

et al., 2024). 
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Machine learning (ML) has gained traction as an effective tool for analyzing complex educational 

datasets. Algorithms such as Decision Trees, Random Forests, Support Vector Machines (SVM), 

Artificial Neural Networks (ANN), and Gradient Boosting are commonly employed in dropout 

prediction studies(Kummaraka & Srisuradetchai, 2024)(Rohani et al., 2024). These models help 

identify patterns and relationships within data that traditional statistical approaches might miss.  

Recent advancements have focused on deep learning techniques(Nithya & Umarani, 2023), which 

offer enhanced predictive accuracy but often require larger datasets and computational power. The 

availability of educational data, including student demographics, academic records, attendance, and 

behavioral logs, has been pivotal in advancing dropout prediction models. Open datasets from global 

education initiatives and school systems enable researchers to refine and validate their models (Luong 

et al., 2024)(Dinh et al., 2025). However, challenges such as data privacy, collection inconsistencies, 

and missing values remain significant barriers. The integration of additional contextual data, such as 

community-level socioeconomic indicators, has been suggested to improve prediction accuracy. 

The ultimate goal of dropout prediction is to enhance student retention. The literature emphasizes that 

data-driven insights should inform targeted interventions, such as academic support programs, 

counseling services, and family engagement initiatives(Smith et al., 2024). Some studies have 

proposed adaptive learning systems that use machine learning predictions to personalize educational 

content, fostering engagement and reducing dropout risks. Moreover, longitudinal studies indicate 

that sustained intervention efforts yield better retention outcomes than one-time actions. While 

machine learning offers promising avenues for dropout prediction, challenges remain. Many studies 

focus on short-term datasets, limiting the generalizability of their findings. Additionally, the 

interpretability of complex ML models, such as neural networks, often presents obstacles for 

educators and policymakers who require actionable insights. Future research should emphasize the 

development of explainable AI (XAI) models tailored to the educational sector 

3. Methodology   

Student behaviors and related data are collected from Nyanza District, Southern Province, Rwanda 

Country. The dataset is investigated by different kinds of students they differ in their nature of 

behavior, family type, interest, and social impacts. Some (student) of the real-time data are 

multidimensional, they can be rebalanced and converted into normal and processed data with the 

help of data cleansing and sampling techniques, https://github.com/bosuluss/School-

Dropout_Dataset. 

https://dx.doi.org/10.4314/ulksj.v46i1.6
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Figure 1: Architecture for machine learning model follows different feature engineering.   

Figure 1 illustrates the typical workflow of a machine-learning project, starting with the collection 

of a dataset, which is then cleaned to remove noise and handle missing values, ensuring data quality. 

Following this, feature engineering is conducted to enhance the data by selecting or creating new 

features that improve model performance. The prepared data is split into training and testing sets, 

with the training data used to train a selected learning algorithm, such as decision trees or neural 

networks, which identify patterns and relationships. After training, the model is tested on new data 

to make predictions, which are then scored against actual results. The final step involves evaluating 

the model's performance using metrics like accuracy, precision, recall, and F1 score to assess its 

effectiveness and identify potential improvements. 

3.1 Data Preprocessing 

Student data samples were gathered from various colleges, aiming to analyze and predict student 

dropouts. The reasons behind dropouts are diverse, making the prediction process complex. A dataset 

was constructed by integrating 300 samples, focusing on scenarios that lead to dropout success. Since 

real-time datasets are often multi-dimensional, rebalancing the data was necessary. Data mining 

techniques were employed to evaluate and filter these samples effectively, ensuring a robust dataset 

for analysis. This dataset contains various attributes of students, including age group, gender, 

performance metrics, and behavioral factors, to predict school dropout rates. Each column represents 

specific features such as age group (AG), gender (GN), performance ranges (PFRM), and 

participation in activities (SACT), with the target variable being dropout status (DRP), indicating 

whether a student has dropped out (1) or not (0). The dataset comprises both categorical and binary 

indicators that collectively help in analyzing the likelihood of students dropping out based on 

different attributes Table 1. 

https://dx.doi.org/10.4314/ulksj.v46i1.6
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The dropout analysis focused on 18 reduced features, emphasizing the selection of the most relevant 

attributes for predicting dropouts. Feature extraction was employed to minimize redundant data while 

preserving essential information, ensuring efficient processing. This process was categorized into 

filter-based methods, which independently evaluate attributes, and wrapper-based methods, which 

use learning algorithms to determine sample desirability. By finalizing the best 18 attributes, the 

study addressed various factors influencing student performance, providing a comprehensive 

approach to predicting dropouts. 

3.2 Performance Metrics 

Predictive modeling tackles classification and regression problems, each with distinct evaluation 

metrics due to the nature of variables involved. Regression handles continuous variables by 

calculating errors between actual and predicted values, while classification categorizes outputs as 

correct or incorrect. Employing multiple metrics is essential for a comprehensive model evaluation, 

as single metrics can be misleading. Key metrics like accuracy, precision, recall, and F1 score 

evaluate classification models, such as Logistic Regression, Decision Tree, Gradient Boosting, SVM, 

ANN, Naïve Bayes, and KNN. Accuracy measures correct classifications, precision focuses on 

minimizing false positives, recall assesses the ability to identify all positives, and F1 score balances 

precision and recall, crucial for imbalanced datasets. Data cleansing, the first step in data science and 

machine learning workflows, ensures data is clean, making exploration and model training more 

effective. 

Table 1: Sample of dataset 

 

3.2.1 Handling the Missing Data 

The data received is often non-uniform, with missing values that need to be addressed to avoid 

negatively impacting machine learning model performance. This is achieved by replacing missing 

values with the mean or median of the corresponding column, a process facilitated by the Imputer 

class in the sklearn preprocessing library. The Imputer class accepts parameters such as missing 

values, where placeholders like integers or 'NaN' are identified and completed; strategy, which 

specifies the imputation approach (e.g., replacing with mean, median, or the most frequent value); 

and axis, which determines whether imputation is applied along columns (axis=0) or rows (axis=1). 
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Once configured, the imputer object is fitted to the dataset, ensuring consistent handling of missing 

data. 

3.2.2 Data Transformation 

Data transformation involves converting the data into a format suitable for analysis. The acquired 

data was not directly compatible with the model, necessitating transformation to ensure its validity 

for modeling purposes. One-hot encoding was employed to convert categorical features such as 

Child_age (a range format), Child Gender, social activity, year of study, and performance (also in 

range format) into numerical representations, with 0 representing female and 1 representing male, 

and similar encoding for other categories. Additionally, to ensure high precision for the KNN models, 

the input dataset underwent standardization using the StandardScaler function. JupyterLab was 

utilized to accomplish the data transformation tasks. The transformed dataset was subsequently 

saved. Table 2 below showcases a sample of the dataset after the transformation process was 

completed. 

Table 2 displays a dataset with various attributes that detail different student-related aspects, such as 

age group, gender, class level, family support, drug abuse, motivation, health issues, absenteeism, 

disciplinary issues, academic performance, participation in school activities, and years of education. 

Each row represents an individual student, with the values indicating specific characteristics or 

conditions. The data is primarily categorical or ordinal, likely intended for use in predictive modeling 

or statistical analysis of student outcomes. 

 

Table 2: Sample of Encoded Dataset  

 

3.2.3 Splitting the Data Set and Feature Engineering 

Now we divide our data into two sets, one for training our model called the training set, and the 

other for evaluating the performance of our model called the test set. The split is generally 80/20, 

which means 80% for the training, and 20 % for the data testing. To do this we import the 

“train_test_split” method of “sklearn.model_selection” library. Then split the data into two sets. One 

for training the model called the training set, and another for evaluating the performance of the 

https://dx.doi.org/10.4314/ulksj.v46i1.6
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model, called the test set. The split is usually 80/20. To do this, import the "train_test_split" method 

from the "sklearn.model_selection" library. Feature scaling is essential in machine learning as most 

models use Euclidean distance between data points, which means features with larger magnitudes 

influence the distance calculations more than those with smaller magnitudes. To mitigate this, 

techniques like standardization or z-score normalization are applied. During the exploratory data 

analysis phase, the dataset is examined to identify issues, uncover patterns, detect outliers, and reveal 

relationships between variables. Various visualizations, such as plots, charts, and graphs, are used 

to explore the data, providing valuable insights and a deeper understanding of its structure. 

4. Results and Discussion  

4.1 Performance Measurements   

Student dropout prediction can be framed as a binary classification problem, where instances are 

categorized into two classes: dropout (positive class) and non-dropout (negative class). When 

evaluating the prediction results, a correct prediction is labeled as True, while an incorrect prediction 

is labeled as False. In this context, there are four possible outcomes for assessing the performance of 

the binary classification model, True Positive (TP):  The model correctly predicts that a student will 

drop out. False Positive (FP), The model incorrectly predicts that a student will drop out when they 

do not. False Negative (FN), The model incorrectly predicts that a student will not drop out when 

they do. True Negative (TN): The model correctly predicts that a student will not drop out. A 

commonly used metric to evaluate the performance of a binary classification model is accuracy, 

which is calculated as the ratio of the number of correct predictions (TP + TN) to the total number 

of instances. 

TP TN
Accuracy

TP FP FN TN




  
      Eq1. 

Note that when the data are skewed toward one class, accuracy cannot be used properly. For example, 

the dropout rate of four-year universities in South Korea is about 5%, where the data are highly 

skewed to the N class. In this case, simply predicting that no one will drop out would yield 95% 

accuracy. However, if the opposite prediction is made, the accuracy is significantly lowered to 5%.  

The above problem indicates that FP and FN should be used together when measuring the prediction 

performance. Precision can be used to measure the performance from the perspective of FP and is 

defined as Pr
TP

ecision
TP FP




      Eq2. 

Similarly, recall can be used to measure the performance from the perspective of FN, which is 

defined as  

Re
TP

call
TP FN




        Eq3. 
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In this paper, the F1-score was used for evaluating the performance of prediction models since it can 

properly reflect the data imbalance in the performance evaluation: 

Pr *Re
1_

Pr Re

ecison call
F score

ecision call



      Eq4. 

In this paper, the F1-score was used for evaluating the performance of prediction models since it can 

properly reflect the data imbalance in the performance evaluation. 

Table 3: Dataset Table in the study  

 

 

 

Three hundred data points that were collected between 2024 are used in the experiments that were 

conducted. Learning on Decision Tree, KNN, NB, LR, ANN, and SVM was achieved by dividing 

collected and pretreated data into learning and test datasets in ratio 8:2 ratio, we applied a tester to 

the trained model to evaluate the accuracy of the prediction of the following are the evaluation 

findings for every model.  

 

4.2   Machine learning models 

Table 4: Summary of the Performance Evaluation  

 

Figure 2 is a correlation heatmap illustrating the relationships between various factors affecting 

school dropouts. Each cell in the heatmap shows the correlation coefficient between two variables, 

with values ranging from -1 to 1. Positive values indicate a direct relationship, while negative values 

Dataset  Dropout (0) Successful (1) Total  

Train   76 164 240 

Test 16 45 61 

SUM  92 209 301 

Algorithms Accuracy Precision Recall F1 Z Score 

Logistic Regression 0.69 0.76 0.84 0.80 

Decision Tree Classifier 0.66 0.77 0.76 0.76 

Gradient Boosting Classifier 0.62 0.76 0.71 0.74 

Support Vector Machine  0.70 0.78 0.84 0.81 

Artificial Neural Network 0.69 0.82 0.73 0.78 

Naïve Bayes 0.74 0.81 0.84 0.83 

K-Nearest neighbors 0.72 0.76 0.91 0.83 

https://dx.doi.org/10.4314/ulksj.v46i1.6
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indicate an inverse relationship. Darker colors represent stronger correlations, either positive or 

negative. For example, "Lack of School Fees" negatively correlates with "Dropped out," suggesting 

that students struggling with school fees are more likely to drop out. The heatmap helps identify 

which factors are most strongly associated with dropping out of school.  

Figure 3 comprises four stacked bar charts that provide insights into school dropouts. The top left 

chart shows the distribution of students by age group and gender, revealing more males in each group 

and the highest student numbers in the 06-13 age range. The top right chart illustrates dropout status 

across age groups, with the 06-13 group having the highest dropout rates. The bottom left chart 

highlights a gender disparity in dropouts, with more males dropping out than females. The bottom 

right chart examines the relationship between age groups and drug abuse, showing higher prevalence 

in the 17-19 and 20-21 age groups compared to younger groups. 

Figure 4 This figure displays a bar chart comparing the performance metrics of various machine 

learning models used to predict school dropouts, including Logistic Regression, Decision Tree, 

Gradient Boosting Classifier, Support Vector Machine, Artificial Neural Network, Naïve Bayes, and 

K-Nearest Neighbors (KNN). The models are evaluated based on Accuracy, Precision, Recall, and 

F1 Score. Naïve Bayes and KNN stand out with higher F1 scores, indicating they are the best 

performers, with KNN excelling in recall and Naïve Bayes showing balanced performance across all 

metrics. In contrast, Logistic Regression and Decision Tree exhibit moderate performance, while 

Support Vector Machine and Artificial Neural Network have slightly lower scores. This chart aids 

in comparing the models to select the most appropriate one for dropout prediction, depending on the 

prioritized performance criteria. 
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Figure 2: Confusion matrix of different features of school dropout 
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Figure 3: Data Visualization using a different metric 
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Figure 4: Representation of knowledge discovered from different modules  

The comparison of various machine-learning models revealed that Naïve Bayes and K-Nearest 

Neighbors (KNN) were the top performers, each achieving the highest F1 score of 0.83. Naïve Bayes 

demonstrated a more balanced performance with an accuracy of 0.74, precision of 0.81, and recall 

of 0.84, making it the most reliable model overall. In contrast, KNN achieved an accuracy of 0.72 

and an exceptional recall of 0.91, successfully identifying 91% of positive cases, although its 

precision was slightly lower at 0.76. These findings indicate that while both models are effective at 

capturing positive instances, Naïve Bayes is preferable in scenarios that require a balanced trade-off 

between precision and recall, whereas KNN is advantageous when the priority is to maximize recall. 

Other models, including Logistic Regression, Decision Tree Classifier, Gradient Boosting, Support 

Vector Machines (SVM), and Artificial Neural Networks (ANN), exhibited varied performance 

metrics. Although these models provided solid predictions with reasonable levels of precision and 

recall, their F1 scores and overall accuracy were lower compared to Naïve Bayes and KNN. This 

suggests that while these models are competent, they may not be as effective in consistently 

identifying at-risk students as the top two models. In summary, both Naïve Bayes and KNN are 

excellent choices depending on the specific needs for balancing precision and recall. However, Naïve 

Bayes stands out as the most well rounded model, offering the best overall performance for predicting 

school dropouts. These results highlight the importance of selecting the appropriate machine learning 

model based on the desired balance between different performance metrics to effectively address the 

issue of student retention. 

5. Conclusion 

This study compared machine-learning models for predicting school dropouts, with Naïve Bayes and 

K-Nearest Neighbors (KNN) performing the best, both achieving F1 scores of 0.83. Naïve Bayes 

https://dx.doi.org/10.4314/ulksj.v46i1.6
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was the most balanced model with high precision and recall, while KNN excelled in recall. Other 

models showed solid performance but were less accurate. The results suggest that Naïve Bayes is 

ideal for balancing precision and recall, while KNN is better for maximizing recall. Future work 

should focus on enhancing model scalability, incorporating advanced techniques, and integrating 

socio-economic and behavioral data augmentation techniques for improved performance. 
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