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Abstract 

Local meteorological parameters are key in understanding the frequency of occurrence of 

extreme weather conditions such as floods, and droughts, among others. In this study, we 

present a method for simultaneous retrieval of two weather parameters. The method is based on 

already measured monthly average values of weather parameters from 2011 to 2016, which 

were used to train a Feed-forward radial basis function neural network (RBFNN) to obtain a 

fast and accurate method to compute global solar radiation for specified weather parameters 

pair. In inverse modelling, a multidimensional unconstrained non-linear optimization was 

employed to retrieve the weather parameters pair. The new approach was validated using 

weather parameter data measured at the Department of Physics, Makerere University (0.31° N, 

32.58° E, 1200 m). Statistical tools were used to evaluate the method's performance. In the 

Feed-forward artificial neural network (ANN), the correlation coefficient (R), mean bias error 

(MnB), root mean square error (RMSE), and mean percentage error (MAPE) were in the 

ranges 0.800.95, -0.00110.0077, 0.551.04 and 2.49%5.82%, respectively. The pairs 

(sunshine hours, relative humidity) and (sunshine hours, minimum temperature) had the 

highest correlation coefficient of 0.95. In the inverse artificial neural network (ANNi), the R, 

MnB, RMSE and MAPE were in the ranges 0.30.9, 0.010.08, 0.5111.14 and 2.1%14.5%, 

respectively. The pair (sunshine hours, relative humidity) had the highest correlation 

coefficients of 0.92 and 0.62, respectively. The method helps in obtaining weather parameter 

data sets in places where measuring equipment is lacking or during days when measuring 

equipment malfunctions.  

 

Keywords: Radial basis function, solar radiation, Feed-forward artificial neural network, 

Inverse artificial neural network, Prediction.  

 

Introduction 

Meteorological parameters such as solar 

radiation, humidity, sunshine duration, 

temperature, rainfall, vapour pressure, and 

wind speed have been used in a wide range of 

applications such as weather forecasting 

(Maqsood et al. 2004, Clarke et al. 2022), 

energy production (Coskun et al. 2011), 

transportation and aviation (Stocker et al. 

2022), agriculture (Ahmad et al. 2017), to 

mention but a few. Among the 

meteorological parameters, solar radiation is 

the most influential (Wald and Wald 2018). It 

affects all forms of life on Earth such as 

photosynthesis, water evaporation into the 

atmosphere, humidity on the ground and in 
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the atmosphere (Kandirmaz et al. 2014, Wald 

2015, Wald and Wald 2018). It is the main 

driver of plant growth and crop yields (Ceglar 

et al. 2016, Yang et al. 2020). Solar energy is 

a renewable energy resource too, and its 

utilization reduces over-reliance on fossil 

fuels, hence helping in the mitigation of 

global warming through the reduction of 

emission of greenhouse gases to the 

atmosphere (Fawzy et al. 2020). 

Solar radiation is an essential input 

parameter required when designing and 

sizing solar energy conversion systems such 

as photovoltaic, thermal, and thermosyphon 

applications (Coskun et al. 2011, Sahu et al. 

2021). To set up a solar power plant in any 

location requires realistic measurements of 

solar radiation and its variation over time 

with other meteorological parameters. Studies 

by Mekhilef et al. (2012) and Tasie et al. 

(2022) showed that different weather 

parameters greatly influence the amount of 

solar radiation incident on the Earth's surface. 

Besides energy systems, knowledge of 

meteorological parameters is vital in 

prediction of extreme weather phenomena 

such as forest fires (Koutsias et al. 2013), 

hurricanes (Grankov et al. 2021), heat waves 

(Fischer et al. 2004, Koutsias et al. 2013), 

floods (Razavi Termeh et al. 2018), droughts 

(Skierlo et al. 2018), El Nino rains (Wang et 

al. 2019), and storms (Sarkar et al. 2019). 

Those extreme weather phenomena have led 

to the loss of property and life in many 

different parts of the world (Fischer et al. 

2004). 

Accurate weather predictions foster 

tourism and recreational sectors (Parasyris et 

al. 2022) and are important in the public 

health sector for the prediction and mitigation 

of diseases (Agier et al. 2017, Thomson and 

Mason 2019), cholera (Pascual et al. 2008, 

Bwire et al. 2013, Simple et al. 2018). There 

are several prediction techniques employed in 

estimating meteorological parameters. These 

include statistical models (Zeroual et al. 

1995), analytic models (Njau 1991, Dagestad 

2005), empirical methods (Angstrom 1924), 

and artificial neural networks (ANN) 

(Mohandes et al. 1998, Nzala et al. 2022). 

Among the meteorological prediction 

techniques, the ANN models have proved to 

be superior because of their capability of 

automatically resolving relationships between 

variables without the need for prior 

assumptions about the nature of their 

relationships (Gamito et al. 2003) and cater to 

temporal variations, which is not the case for 

the classical statistics used in stochastic, 

analytic, and empirical methods. The high 

interconnectivity in ANN makes them quite 

tolerant to errors or noise, in the input data. 

The ANNs have been found to perform 

better than empirical methods in predicting 

meteorological parameters (Maqsood et al. 

2004, Mubiru and Banda 2008). This is 

because neural network (NN) caters to the 

nonlinear, non-stationary nature of solar 

radiation (Sanz and Marqu 2004). The NN 

learns instead of analysing the complex 

relationships between the measured data and 

its effect on the approximation of the 

parameter (El-Feghi et al. 2013) and is a 

promising tool to be used in temperature and 

rainfall prediction since it can handle 

complex and nonlinear physical variables of 

the atmosphere ( El-Feghi et al. 2013, Chai et 

al. 2019, Johnstone and Sulungu 2021).  

Most studies have focused on the 

prediction of solar radiation using 

meteorological parameters with ANN. 

Mubiru and Banda (2008) used sunshine 

hours, maximum temperature, cloud cover, 

latitude, longitude and altitude to predict 

solar radiation. Karoro et al. (2011) used 

sunshine duration to predict solar radiation. 

Siva Krishna Rao et al. (2018) obtained a 

relative root mean square error of 3.96% 

using ANN and a combination of two inputs 

(difference between minimum and maximum 

temperature and extraterrestrial radiation) to 

predict solar radiation and also observed that 

ANN trained with sunshine hours had a high 

prediction accuracy. Kumari and Toshniwal 

(2021) used a combination of two inputs; the 

difference between maximum and minimum 

temperatures and sunshine hours to the ANN 

model and obtained a correlation coefficient 

of 0.97. According to Moghaddam et al. 

(2016), the accuracy of the neural network 

model is influenced by the number of neurons 

in the hidden layer. Chai et al. (2019) studied 
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the performance of the RBF model using 

three different numbers of hidden neurons 

and the correlation coefficients varied as the 

number of neurons changed but they 

observed that the RBF network model 

produced consistent results throughout the 

testing using a specific hidden neuron 

number when the RBF network was retrained 

and tested. 

Gaballa and Cho (2019) obtained RMSE, 

NMBE and R-squared values of 0.1906, 

0.0543, and 0.89, respectively, when they 

predicted solar radiation using temperature 

and relative humidity with an artificial neural 

network. Thallapalli and Prasanna (2022) 

compared two empirical and one ANN 

models for solar radiation prediction. They 

found that the data-driven method provided 

better predictions than the empirical methods. 

In this work, we solve an inverse problem 

where solar radiation is used to predict two 

meteorological parameters.  

The inverse algorithm has been employed 

in several studies to retrieve different 

parameters. Stamnes et al. (2013) developed 

an inversion scheme called Ocean Color: 

Simultaneous Marine and Aerosol Retrieval 

Tool (OCSMART). Their OC-SMART 

retrieval algorithm employs a radial basis 

function neural network (RBFNN) to 

establish an analytical relationship between 

input/retrieval parameters and simulated top-

of-atmosphere radiances.  

Li et al. (2008) developed a method for 

optimal estimation to solve the inverse 

problem by simultaneously retrieving two 

aerosol parameters that included the AOD at 

865 nm, a bimodal fraction of large vs. small 

particles and three marine parameters that 

included the chlorophyll concentration, the 

detrital/dissolved-matter absorption at 443 

nm, and the backscattering coefficient at 443 

nm from measurements of radiances at eight 

SeaWiFS channels. The analytic Jacobians 

were simulated using a coupled atmosphere-

ocean radiative transfer model. 

Tanaka (2014) used an algorithm that 

inverts the radiative transfer procedure to 

retrieve chlorophyll concentrations, 

suspended organic matter, and yellow 

substance for the ocean using normalized 

water-leaving radiance data of the ocean 

colour and temperature sensor of the 

Advanced Earth Observing Satellite 

(ADEOS). This algorithm employed the 

Stuttgart Neural Network Simulator to 

construct and train the neural network. 

 Khatri et al. (2019) developed an 

algorithm to retrieve cloud optical depth and 

cloud particle effective radius from spectral 

zenith radiances observed by narrow field-of-

view (FOV) ground-based sky radiometers. 

An error evaluation study conducted by 

assuming errors in observed transmittances 

and ancillary data for water vapour 

concentration and surface albedo suggests 

that the errors in input data affect retrieved 

cloud particle effective radius (CER) more 

than cloud optical depth (COD). Except for 

some narrow domains that fall within a COD 

of < 15, the retrieval errors are small for both 

COD and CER. The retrieved cloud 

properties reproduced the broadband 

radiances observed by a narrow FOV 

radiometer more precisely than broadband 

irradiances observed by a wide-FOV 

pyranometer, justifying the quality of the 

retrieved product. The retrieved CODs from 

the sky radiometer and satellite observations 

showed good agreement.  

Ssenyonga et al. (2022) developed an 

algorithm that simultaneously retrieved five 

parameters, i.e., two aerosol parameters 

(aerosol fine-mode fraction and aerosol 

volume fraction) and three marine parameters 

(CDOM absorption, chlorophyll 

concentration and mineral concentration). An 

algorithm that retrieves sunshine hour values 

based on solar irradiation was developed by 

Nzala et al. (2022). They applied optimal 

estimation by a non-linear function to a cost 

function of modelled and measured values. 

The algorithm retrieved sunshine hour values 

with a correlation coefficient, mean bias and 

relative root mean square error between the 

measured and modelled values of 0.924, 

0.043 and 0.394, respectively.  

To be able to better prepare and reduce 

the negative effects arising from weather 

extremes, control diseases, plant growth 

analyses and all applications where 

meteorological parameters are needed, there 
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is a need to have present and future values of 

meteorological variables. The meteorological 

data can be obtained through in-situ 

measurements or by use of retrieval 

algorithms. In-situ measurements of 

meteorological parameters are conducted in a 

few places, and for a limited time in 

developing countries like Uganda due to the 

high costs involved in buying and 

maintaining in-situ measuring equipment. 

The retrieval inverse ANNi algorithm 

developed can be used to generate other 

meteorological parameters datasets in 

locations where you only have a 

pyranometer, and to fill gaps in datasets 

where the measuring instrument malfunctions 

or is out of calibration. This article aims to 

address the ease of obtaining meteorological 

parameters. This study contributes to the 

understanding, development, and 

implementation of an ANN model that can be 

used to retrieve meteorological parameters 

using radial basis function neural networks. 

 

Materials and Methods 

The meteorological data used in this study 

was measured over six years. The 

meteorological parameters include; solar 

radiation, sunshine hours (SH), relative 

humidity (RH), minimum temperature (Tmin), 

maximum temperature (Tmax) and rainfall 

(RF). Solar radiation and sunshine hours were 

measured at the Department of Physics, 

Makerere University, Kampala. Relative 

humidity, rainfall, minimum and maximum 

temperatures were obtained from Entebbe 

Meteorological Station.  

 

Instruments 

The solar radiation used in the study was 

measured using a pyranometer, sunshine 

hours were measured using a sunshine 

duration sensor and relative humidity values 

were determined using a psychrometer. 

Minimum and maximum temperatures were 

measured by the sixth thermometer placed in 

Stevenson's screen and rainfall was measured 

using the pluviometer. All of the instruments 

were ground-based. 

The CMP6 pyranometer used to 

measure global horizontal solar radiation 

had a spectral range of 285 to 2800 nm, a  

sensitivity in the range of 5 to 20 μVW
-1

m
-2

 

with a field of view of solid angle 2 

steradians. The CSD3 sunshine duration 

sensor had an operating temperature 

range of -3070 C with an accuracy of 

0.1 V. 

Relative humidity was determined 

using the stationary psychrometer placed 

in a Stevenson’s screen. It consists of a 

pair of dry bulb and wet bulb 

thermometers of similar size and form 

securely mounted vertically onto a 

rectangular wooden frame. A cloth kept 

wet by water, is wrapped around the bulb 

of the wet bulb thermometer while the 

bulb of the dry bulb thermometer is 

exposed to the atmospheric air. The 

relative humidity was obtained from the 

readings of the two thermometers at an 

instant of time using a psychrometric 

slide rule (Luther et al. 2005, Ahmad et 

al. 2017). The sixth thermometer, also 

kept in the Stevenson’s Screen, was used 

to measure minimum and maximum 

temperature values. 

 

Radial basis function neural network 

(RBFNN) structure 

Artificial neural networks 
The ANN is an interconnected structure 

that mimics the human brain and nervous 

systems primarily made up of processing 

units called neurons. The neurons are 

arranged in such a way that the network 

structure adapts itself to the problem under 

consideration. ANNs resemble the human 

brain, they are intelligent with the ability to 

learn and acquire knowledge, memorize, and 

create relationships. The strength of the 

connections between neurons, the 

architecture pattern followed during 

construction of the network and the 

parameters adopted during training of the 

network determine the processing capability. 

There are several types of ANN structures 

which include Multi-Layer Perceptron, 

Radial Basis Function (RBF) and Support 

Vector Machine.  
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Training and evaluation of the RBFNN 

In this research, the data was divided into 

two parts; 90% of the data was used in 

training and 10% was used in the 

evaluation of the ANN performance. The 

training of ANN was done using RBF as the 

activation function. The k-means clustering 

algorithm was used to determine the centres 

Ci and the width β of the RBF clusters. The 

weights, w i j  were determined using the least 

mean squares (LMS) algorithm (Broomhead 

and Lowe 1988, El-Feghi et al. 2013). The 

RBFNN architecture has three strata namely: 

an input layer, two hidden layers, and an 

output layer that are interconnected.  The 

schematic of the RBFNN structure is shown 

in Figure 1. 

In the input layer, raw measured data 

which is an n-dimensional vector is entered 

and the data is fed to the hidden layer. In the 

hidden layer, the data is transformed into a 

higher dimensional space to make it linearly 

separable. The hidden layer contains the 

radial basis function as an activation function. 

The steps taken in the prediction of 

parameters in the Feed-forward direction NN 

and in the inverse ANNi are shown in Figure 

2. 

The two meteorological parameters (Xi) 

were fed in the input layer, and then the 

training of the ANN was done using RBF and 

90% of the data. The number of neurons in 

the hidden layer was varied from 2 to 65. 

From the training, the NN learnt the 

relationship between solar radiation and any 

two meteorological parameters. 

 

 
Figure 1: Schematic diagram showing RBFNN structure with 3 layers; input layer, hidden 

layer and the output layer. 

 
Figure 2: Two meteorological parameter retrieval procedure. 

 

According to Satapathy et al. (2021), 

several radial functions can be used as 

activation functions in the hidden layer which 

include: the Gaussian function, multi-

quadratic function and inverse multi-

quadratic function. The Gaussian RBF 

function given by Equation (1) (Karlik and 

Olgac 2011, Fan et al. 2014) is more stable 

compared to other RBF functions. 

,
22 i

ii

e

CX

e




            (1) 

where Xi's are input vectors, Ci is the mean of 

the distribution or i
th

 centrality and is taken as 

the prototype vector in RBFNN, and σ is the 

i
th

 centrality distance. For the RBFNN, 

Equation (1) is modified to give Equation (2). 
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where β controls the width of the Gaussian 

function curve and Ci is the prototype vector. 

In the hidden layer where the learning 

process of the NN occurs, the RBF network 

positions one or more neurons in the space 

described by predictor variables. Each neuron 

has an RBF centred on a point with as many 

dimensions as the predictor values. Each 

neuron stores a prototype vector chosen by 

the system from input data which acts as 

neuron centres during the training of the 

ANN.  The distance is computed from the 

point being evaluated to the centre of each 

neuron or from the prototype vector. The 

RBF’s basic parameters are the centre and 

width, and their response decreases or 

increases monotonically with distance from a 

central point. The RBF and the distance give 

the weight of each point being evaluated as 

given in Equation (3). 

 distanceRBFw                                   (3) 

In the hidden layer, each input is multiplied 

with a corresponding weight (w), hidden 

layer bias (a) and then a neural network bias 

(b) is added. The output is given in Equation 

(4). 

  biiway                              (4) 

For n neurons in the hidden layer, the final 

output of the RBFNN in the Feed-forward 

direction is given by Equation (5) according 

to Fan et al. (2014) and Ssenyonga et al. 

(2022). This output is a combination of 

Equation (3) and Equation (4). 
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                         (5) 

where N is the total number of input 

parameters which is equal to two in this 

study, and the Xk’s are the two retrieval 

meteorological parameters. The purpose of 

training the RBFNN is to determine the 

optimized coefficients w i j ,  a ,  C j k  and bi. 

Those coefficients are then used in the two 

parameters’ retrieval part. 

In the inverse retrieval RBFNN, to get the 

output, the algorithm used a 

multidimensional unconstrained nonlinear 

minimization function (fminsearch) based on 

the Nelder-Mead method (Lagarias et al. 

1998). In the inverse RBFNN, the weights 

were adjusted based on the cost function 

given in Equation (6). 

    ,
2

1
b,

2

 
x

Rxh
N

wF          (6) 

Where w denotes the collection of all 

w e i g h t s  in the network, b all the biases, 

N is the total number of training inputs, h(x) 

is the desired output while R is the vector 

of outputs from the network when x is 

input, and the sum is over all training 

inputs. 

 

 

Validation of the Feed-forward ANN and 

inverse retrieval ANNi 

For both the Feed-forward RBFNN and 

the inverse ANNi algorithms. The correlation 

coefficient ( ), normalised mean bias error 

( ), root mean square error ( ) and 

mean absolute percentage error ( ) 

were applied to evaluate the quality of the 

neural network performances and are given in 

Equations (7) to (10).  
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where  and  are the predicted and 

measured parameter s, while  and  

are their corresponding average values, 

respectively. 
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where  is the number of observations, the 

other terms have the same meaning as in 

equation (7). 
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where the terms carry the same meaning as 

in Equation (8), and 

,100
1

1
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MAPE    (10) 

where the terms carry the same meaning as 

in Equation (8). 

 

Results and Discussion 

Feed-forward RBFNN modelling 

Two meteorological parameters were used 

in the Feed-forward ANN to predict solar 

radiation. The radial basis function (RBF) 

was used in training and testing the artificial 

neural network. The performance of the 

Feed-forward ANN is shown in Table 1. The 

input parameters used include; relative 

humidity (RH), sunshine hours (SH), 

maximum temperature (Tmax), minimum 

temperature (Tmin), average temperature (Tav) 

and rainfall (RF). 

From Table 1, it was observed that the 

correlation coefficients were from 0.8 to 0.95 

for the different combinations of 

meteorological parameters used in prediction 

of the magnitude of global solar radiation. 

Root mean square error (RMSE) varied from 

0.55 to 1.04. RMSE is the measure of the 

accuracy of the model in the prediction of 

global solar radiation and the normal mean 

bias error varied from -0.00110.0077. The 

mean percentage errors (MAPE) were 

between 2.49% and 5.82% and it indicated 

the percentage error by which the model 

values differed from the actual measured 

values. It is observed in Table 1 that in all 

combinations considered in the prediction of 

solar radiation, the MAPE was less than 6% 

which implies that the model in this study 

predicted solar radiation values with high 

accuracy. According to Ammar and Xydis 

(2023), a MAPE of less than 10% indicates 

very good model accuracy. 

 

Table 1: Performance analysis of the Feed-forward RBFNN predicted solar radiation based on 

two meteorological parameters against pyranometer-measured values 

Parameters 

used to predict 

solar radiation 

Correlation 

coefficient 

(R) 

Normal mean 

bias error 

(MnB) (%) 

Root mean 

square 

error 

(RMSE) 

Mean 

percentage 

error 

(MAPE) 

Hidden layer 

neuron 

number 

RH and Tmax 0.91 -0.11 0.71 3.2 39 

SH and RH 0.95 0.31 0.55 2.6 37 

SH and Tmin 0.95 0.21 0.55 2.5 59 

RH and Tav 0.81 0.77 1.00 4.5 33 

RH and Tmin 0.80 0.52 1.04 5.0 31 

 

From Table 1, The best combinations of 

meteorological parameters in the prediction 

of solar radiation were SH and RH, SH and 

Tmin. SH and RH had a mean bias error 

(MnB), RMSE and correlation coefficient of 

0.0031, 0.55 and 0.95, respectively. SH and 

Tmin had a mean bias error (MnB), RMSE and 

correlation coefficient of 0.0021, 0.55 and 

0.95, respectively. 

The MAPE of 2.6% and 2.5% obtained 

when (SH, RH) and (SH, Tmin), respectively, 

supported the observation that those two 

parameter combinations were the best 

predictors of the magnitude of solar radiation 

by the model in this study. Another 

combination of two parameters which was of 

acceptable accuracy and is a good predictor 

of solar radiation with RMSE value less than 

1 and MAPE value less than 5% was RH and 

Tmax (RMSE = 0.71, MAPE = 3.2%). In 

addition, it was also observed that the use of 

RH and RF produced the worst prediction of 

the magnitude of global solar radiation with a 

mean bias error (MnB), RMSE, MAPE and 

correlation coefficient of –0.011, 1.05, 5.82% 

and 0.27, respectively. This indicated that a 

combination of humidity and rainfall is not a 

good predictor of the magnitude of global 

solar radiation. The correlation coefficients 

were highest greater than 0.94 when sunshine 

hours (SH) and any other parameters were 

used in the prediction of solar radiation. This 
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may be because sunshine hours have a greater 

influence on the magnitude of global solar 

irradiation (Udo 2002). It was observed that 

to be able to obtain a high correlation 

coefficient with consistent values of solar 

radiation irrespective of the number of 

neurons, the minimum number of neurons in 

the hidden layer should be in the range of 20 

to 65. The use of a combination of relative 

humidity (RH) and rainfall (RF) in the 

prediction of solar radiation could not 

provide a high correlation coefficient even 

when the neurons were increased to 65.  

In this study, a combination of RH and 

Temperature yielded higher RMSE in the 

range of 0.551.04, a smaller normal bias 

error in the range -0.00110.0077 and higher 

correlation coefficients of 0.80.95 than 

those obtained by Gaballa and Cho (2019).  

 

Inverse ANNi Modelling 

In this study, an inverse technique based 

on RBFNN (ANNi) was used in the 

prediction of two meteorological parameters 

simultaneously by using solar radiation. The 

optimisation function fminsearch minimized 

the cost function of the estimated and 

measured solar radiation values. This time, 

the estimated solar radiation by the trained 

RBFNN used ANNi modelled meteorological 

parameter values. Minimised values of the 

cost function, subject to a tolerance of 1e12 

and maximum function evaluations of 1e10, 

indicate optimum simulated meteorological 

parameters that correspond to the measured 

solar radiation values, thus confirming 

acceptable retrieval of the parameters. The 

ANNi performance evaluation is given in 

Table 2. The accuracy of the inverse ANNi in 

using solar radiation to simultaneously 

retrieve two parameters is given by values of 

the correlation coefficient, mean bias error 

(MnB), root mean square error (RMSE) and 

mean absolute percentage error (MAPE) as 

given in Table 2.  

Five pairs of parameters were predicted 

simultaneously using solar radiation and 

those included; RH and Tmax; Figure 3 a(i) & 

(ii), SH and RH; Figure 3 b(i) & (ii), SH and 

Tmin; Figure 3 c(i) & (ii), RH and Tav; Figure 3 

d(i) & (ii) and, RH and Tmin; Figure 3 e(i) & 

(ii). The correlation coefficients for the 

different pairs of meteorological parameters 

predicted simultaneously using ANNi are 

given in Figure 3.  

 

Table 2: An investigation of the performance of the inverse artificial neural network (ANNi) in 

the simultaneous retrieval of two meteorological parameters 

 

When using ANNi, correlation 

coefficient, normal mean bias, root mean 

square error and mean absolute percentage 

error varied in the ranges; 0.30.9, 

0.010.08, 0.5111.14 and 2.1%14.5%, 

respectively. It was observed that the ANNi 

predicted SH with the highest correlation 

coefficient of 0.92 irrespective of a parameter 

simultaneously predicted with it and sunshine 

hours have been observed to have a greater 

influence on the magnitude of global solar 

irradiation (Udo 2002). The ANNi model 

predicted minimum temperature with the 

lowest correlation coefficient of 0.3 as 

observed in Table 2 and Figure 3. The 

minimum temperature, which is reached 

Parameters predicted R MnB RMSE MAPE (%) 

RH 0.58 0.08 8.07 10.2 

Tmax 0.78 0.01 1.02 2.10 

SH 0.92 0.05 0.51 7.10 

RH 0.62 0.05 11.14 14.5 

SH 0.92 0.01 0.58 6.40 

Tmin 0.31 0.06 1.60 7.11 

RH 0.51 0.07 8.20 11.0 

Tav 0.57 0.01 1.10 3.50 

RH 0.51 0.02 7.90 9.70 

Tmin 0.30 0.03 1.40 6.10 
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before sunrise, is affected more by cloud 

cover, atmospheric and surface boundary 

conditions than global solar radiation (Karl et 

al. 1993, Martínez et al. 2010).   

The ANNi model was more accurate in 

predicting sunshine hours with R = 0.92, 

followed by maximum temperature (Tmax) 

with R = 0.78 as observed in Table 2 and 

Figure 3. In the case of simultaneous 

prediction of the parameters, in Table 2 and 

Figure 3, it was observed that the model 

performed better in the simultaneous 

prediction of SH and RH, RH and Tmax with 

correlation coefficients of 0.92 and 0.62, 0.58 

and 0.78, respectively. The MAPE values for 

simultaneous prediction of SH and RH, RH 

and Tmax were all less than 15%.  MAPE 

values of less than 25% indicated that model 

performance was of acceptable accuracy. 

Minimum temperature (Tmin) had the 

lowest correlation coefficient of 0.31 and 0.3 

when simultaneously predicted with sunshine 

hours or relative humidity, respectively. The 

model fairly simultaneously predicted RH 

and Tav with correlation coefficients of 0.51 

and 0.57, respectively using solar radiation. 

The MAPE for simultaneous prediction of 

RH and Tav were 11% and 3.5%, respectively 

using solar radiation. The correlation 

coefficient is one of the most important 

indicators of model performance. Several 

studies have used correlation coefficients to 

rank model performance (El Mghouchi et al. 

2016, Uckan and Khudhur 2018).  

 

 
Figure 3: Correlation coefficients for the different combinations of two meteorological 

parameters predicted simultaneously using RBF ANNi based on global solar 

radiation. 
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Conclusions 

An inverse artificial neural network 

algorithm that consists of inverting a radial 

basis function neural network to retrieve two 

meteorological parameters simultaneously, 

based on solar radiation values, has been 

constructed. Firstly, the RBFNN was 

appropriately trained so that it could predict 

solar radiation based on a pair of 

meteorological parameters with a correlation 

coefficient of at least 0.8 between the 

predicted and measured solar radiation 

values, and saved. Then, the retrieval process 

implemented optimisation by the fminsearch 

function of a cost function of measured and 

inverted RBFNN modelled solar radiation 

values using ANNi simulated parameters. 

The inverse ANNi algorithm was tested using 

data collected at Makerere University 

Department of Physics for six years and from 

Entebbe Meteorological Station. The ANNi 

performed best for simultaneous retrieval of 

sunshine hours (SH) and relative humidity 

(RH) with correlation coefficient, RMSE, 

MnB and MAPE of 0.92, 0.51, 0.05 and 

7.10%, respectively, for SH and 0.62, 11.14, 

0.05 and 14.54%, respectively, for RH. 

However, the ANNi algorithm also 

simultaneously retrieves RH and maximum 

temperature (Tmax) well with correlation 

coefficients of 0.58 for RH and 0.78 for Tmax. 

The ANNi algorithm presents an alternative 

method for the simultaneous prediction of 

values of two pairs of meteorological 

parameters required for monitoring climate 

change and extreme weather conditions. We 

recommend that ANNi algorithms for the 

simultaneous retrieval of three, four and five 

meteorological parameters be developed. We 

also propose that ANNi algorithms for the 

prediction of meteorological parameters in 

the future, based on moving averages, be 

developed. 
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