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ABSTRACT  

Increased stress in traditional power systems results in blackouts due 

to voltage instability attributed to a mismatch between available 

capacity and load demand, especially in distribution networks. Service 

restoration schemes are designed to return power supply to the affected 

parts of the networks. The availability of insufficient supply is a 

complex problem that requires operational experience or an automatic 

system. The stochastic nature of load demand significantly impacts 

service restoration as it results in increased restored demand in case a 

fault occurs during off-peak hours and helps reduce overload if the fault 

occurs during peak hours. The study adopts an experimental design 

methodology to develop the Reinforcement Learning-based service 

restoration algorithm considering the stochastic nature of load 

demand. Three reinforcement learning models were used to develop the 

optimal load shedding model, including Actor-Critic (A2C), a Deep Q 

Network (DQN) and Proximal Policy Optimization (PPO2), and 

compared to maximize restored customers, satisfaction of operational 

constraints, and balancing of power supply and demand.  The Particle 

Swarm Optimization (PSO) algorithm, a metaheuristic algorithm, was 

also implemented to compare with the proposed approach. The 

proposed solution has been tested using data from a real electrical 

secondary distribution network. The proposed solution considered the 

stochastic nature of load demand, resulting in more restored customers. 

The computation time during restoration has been improved by 69.8% 

compared to the metaheuristic approach. 
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INTRODUCTION 

Increased stress in traditional power 

systems results in blackouts due to voltage 

instability attributed to a mismatch between 

available capacity and load demand (Larik 

et al., 2018). Service Restoration (SR) 

schemes are designed to return the power 

supply to the affected part of the network 

(Mwifunyi et al., 2021). If the source is 

available in a particular feeder, then a set of 

loads might be transferred to this feeder. 

When the available supply is insufficient to 

save all the customers during SR, optimal 

load shedding is among the vital operations 
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to mitigate the overloading (Ferreira et al., 

2019). Optimal load shedding also helps in 

avoiding blackouts, maintaining grid 

stability and reducing stress on power 

generation (Ahmadipour et al., 2023; Khan 

et al., 2022; MPEMR, 2023; Rajbhandari et 

al., 2022). Load shedding during the 

availability of insufficient supply is a 

complex problem that requires operational 

experience or the use of an automatic 

system. The complexity of the problem is 

also attributed to the stochastic nature of 

load demand, which increases search space. 

An efficient load-shedding mechanism is 

required to solve the complex problem. 

A load-shedding mechanism must be 

optimal and performed at the right time and 

location to prevent further voltage 

instability and avoid losing customer trust 

in the utility company (Mogaka et al., 

2020). Several techniques have been 

proposed for optimal load shedding during 

insufficient supply, including Genetic 

Algorithm (GA) (Luan et al.,, 2002; 

Malekpour and Seifi, 2008), Particle 

Swarm Optimization (PSO) (Larik et al., 

2018), Neural Network (NN) (Zhou et al., 

2022), Simulated Annealing (SA), 

Harmony Search Algorithm (HAS)  and 

Reinforcement Learning (RL) (Ferreira et 

al., 2019; Chen et al., 2023; Pei et al., 

2023). Most metaheuristic approaches take 

longer than learning-based approaches to 

reach the final decision.  

Advances in RL have shown a dramatic 

improvement in decision-making 

problems. Applying RL in Power Grid 

Systems (PGS) allows for a way of dealing 

with unanticipated states of the system, 

which would generally be challenging for 

manual, metaheuristic, and rule-based 

control algorithms. This is because RL 

algorithms can generalize over a large state 

space, which is the case with PGS. RL has 

been used in SR problems (Ye et al., 2011; 

Ghorbani et al., 2016; Ferreira et al., 2019; 

Kalysh et al., 2019). In (Ye et al., 2011; 

Ghorbani et al., 2016), RL based on q-

learning was used to perform SR without 

considering load shedding. In (Kalysh et 

al., 2019), q-learning was used in 

performing the restoration, considering the 

load priorities and operation constraints, 

but load demand variability was not 

considered. Load shedding and SR using 

RL have been studied (Ferreira et al., 2019; 

Vu et al., 2021; Zhang et al., 2021), but 

fixed load demand was used. Different user 

types during load shedding have been 

considered by (Chen et al., 2022); in this 

study, a Deep Q Network (DQN) with 

discrete action space was used, which have 

limitations for large distribution networks. 

The current study adopted RL using a 

continuous action space algorithm to 

perform optimal load shedding if the power 

supply is insufficient during SR, 

considering the operational constraints, 

load priorities, and stochastic nature of load 

demand. The main contributions of this 

paper are as follows: 

• The use of the RL algorithm with 

continuous action space in load 

shedding during service 

restoration. 

• Consideration of the stochastic 

nature of load demand during 

service restoration 

• Unlike previous service 

restoration studies, which focused 

on the primary distribution 

network, this study focuses on the 

electrical secondary distribution 

network, which is more complex.   

 The rest of the paper is organized as 

follows: Section II describes the material 

and methods used in developing the 

optimal load-shedding algorithm and an 

overview of the RL algorithm. Section III 

provides the result and discussion; finally, 

section V concludes the paper. 

 

METHODS AND MATERIALS  

Study Approach 

The study adopts an experimental design 

methodology to develop the RL-based SR 

algorithm. The environment under RL was 

designed to involve the definition of 
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actions, states, and reward functions. 

Tanzania's real power distribution network 

was used to train and test the model. During 

training, the electrical network was 

exposed to different loading levels.  Three 

RL models were used to develop the 

optimal load shedding model, including 

Actor-Critic (A2C), DQN and Proximal 

Policy Optimization (PPO2), and compared 

to maximize restored customers, 

satisfaction of operational constraints, and 

balancing of power supply and demand.  A 

learning rate of 0.005 was found to perform 

well in training the optimal load-shedding 

model regarding the ability to converge. RL 

models successfully converge after 6000-

time steps. During training, the simulation 

starts at each episode with the same initial 

state in which all loads are served, and there 

is no voltage violation. Then, the different 

loading levels are randomly induced into 

the network at different simulation times.  

The random selection of loading level 

guarantees the network to be subjected to 

normal loading and overloading. 

Reinforcement Learning and Load 

Shedding 

RL is a machine learning algorithm that is 

different from supervised and unsupervised 

learning. In RL, learning is done by 

mapping situations to actions to maximize 

a numerical reward signal (Sutton and 

Barto, 2017). The learner is not told which 

actions to take but must discover which 

ones yield the most reward by trying them. 

In RL, an agent, the learner, learns 

independently from experience gathered by 

trial and error (On-Policy Learning) or 

experience gathered by others (Off-Policy 

Learning). After learning, the knowledge 

obtained controls its actions in the 

environment for maximum reward  (Jin & 

Ma, 2017).  

There are different types of RL algorithms, 

including Q-learning-based, SARSA-

based, and deep Q-learning algorithms. The 

commonly used RL algorithm in power 

restoration is Q-learning-based (Kalysh et 

al., 2019; Ribeiro et al., 2017; Shirazi & 

Jadid, 2019). In the Q learning algorithm, 

the decision is evaluated using the reward 

function, which expresses the effectiveness 

of the chosen control action in terms of 

power loss minimization and minimization 

of energy not served customers. The 

parameters used in the Q learning algorithm 

are learning rate, discount factor, and 

greedy, denoted by  ,      respectively. 

The Q-function (1) and its update function 

are presented in (2). 

  '( , ) ( , ) [ max ( , ) ( , )]
a

Q s a Q s a r Q s a Q s a   = + + −

                     (1) 

( 1) ( , ) (1 ) ( , ) [ ( )]t t t t t t tQ s a Q s a r V s  +
= − + +         

                               (2) 

where ( , )Q s a  is a Q function that depends 

on the action a  taken by an agent in the 

state s , r  is a reward gained by an agent 

upon taking action a , and ( , )Q s a   is the 

maximum Q value obtained from optimal 

action and state. 

A major limitation of Q-learning is that it 

only works in environments with discrete 

and finite state and action spaces. Applying 

Q-learning to a large state space slows 

down convergence. Function 

Approximation of the state is used to learn 

a reduced state representation. Large-scale 

problems lead to memory explosion, and 

more training is needed to develop a good 

solution. As a result, Deep Reinforcement 

Learning (DRL), which is the combination 

of RL and deep learning technologies, has 

been devised to solve problems faced by Q-

learning (Huang et al., 2020). Several DRL 

algorithms have been devised in literature, 

including A2C, DQN, PPO2, and Soft 

Actor-Critic (SAC). DQN is the most used 

algorithm in power system control, which 

uses a neural network (NN) with weights   

to estimate Q values. The DQN uses a 

target network ( Q̂ ) beside the Q network 

and experiences replay during training, 

which increases efficiency and stability. 

The agent’s experience 1( , , , )t t t t te s a r s +=  



 

Mwifunyi, R. J. and Mbwilo, E. (2024), https://doi.org/10.52339/tjet.v43i1.966 

 

Tanzania Journal of Engineering and Technology (Tanz. J. Engrg. Technol.), Vol. 43 (No.1), Apr. 2024 105 

 

is stored in dataset D each time step for 

performing experience replay.  A Q-

network is trained using mini-batches 

randomly drawn from D by minimizing a 

sequence of the loss function (3). 
2

( , )~( ) [( ( , ; )) ]i i s a p i iL y Q s a =  −
     (3) 

where iy
 is the target Q-value for iteration 

i  computed by Q , and p is the 

probability distribution of the state and 

action pair ( , )s a . NN weights can be 

updated by stochastic gradient descent with 

the gradient calculated by (4). 

( , )~( ) [( ( , ; )) ( , ; )]
ii i i s a p i i iL y Q s a Q s a    =  − 

  
                                                                (4) 

DQN performs well in problems with 

discrete action space, while A2C and PPO2 

have shown good performance in problems 

with continuous action space (Hojmark & 

Gyllensten, 2019). A2C updates the actor-

network, which represents the policy, and 

the critic network, which represents the 

value functions. Over time, in A2C, the 

actor learns to get better actions and critic 

evaluates those actions. Proximal Policy 

Optimisation combines having many 

agents in A2C with exploring the policy 

region in the optimisation problem (Yang et 

al., 2020). 

 

Metaheuristic Algorithm in Load 

shedding 

Some of the existing metaheuristic 

algorithms in load shedding for power 

systems are glowworm swarm optimisation 

(GSO) (Mageshvaran & Jayabarathi, 

2015), GA (Guichon et al., 2012), PSO (He 

et al., 2009; Mwifunyi et al., 2021), and 

grasshopper optimisation algorithm (GOA) 

(Ahmadipour et al., 2023). While the GA-

based algorithms are more accurate than 

other metaheuristic algorithms, they take 

longer to find the best answer. PSO, GSO, 

and GOA can experience unpredictable 

convergence speeds and local minimum. 

Load Demand Forecasting Model During 

Service Restoration 

This study's load demand forecasting 

model was created for our earlier 

investigation (Mwifunyi et al., 2020). In 

this study, Long Short-Term Memory 

(LSTM) was utilised for service restoration 

since it demonstrated superior 

performance, with an accuracy of 96.4%, 

when compared to Recurrent Neural 

Network and Gated Neural Network. The 

goal of Mwifunyi et al. (Mwifunyi et al., 

2020) was to create a forecasting model for 

usage in SR; in this work, the actual 

application was realised and utilised in the 

SR considering the stochastic nature of load 

demand and load shedding. Following the 

voltage instability, the model is run using 

the 48 load demand values before the 

occurrence of the incidence. The historical 

dataset was used to create the model. 

 

Problem Formulation 

RL has been designed based on the Markov 

Decision Process for decision-making 

during the SR process. RL requires the 

definition of an Environment to accomplish 

the decision-making process. The 

environment for RL differs based on the 

application to be used; for the power SR, 

the environment has been designed by 

adopting the approaches presented by 

Huang et al. (Huang et al., 2020). 

Environment design involves the definition 

of states, actions, and reward functions. 

The state of the environment is based on the 

status of the power system network 

topology. The network topology is defined 

as the graph with edges and vertices.  In the 

vertices, four parameters are used to 

determine the environment state: priority 

level, status, demand, and voltage. Action 

to be taken involves switching the switches 

by opening or closing a switch. A string of 

bits represents actions, and their size 

depends on the number of buses or zones 
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within the power distribution system. The 

reward function is computed under four 

main goals, which are as follows: 

i) Maximization of restored customers as 

presented by (5); 

* *d i i i

i buses

r w L y


=                                  (5) 

where iL  is the load at the bus i ,  iy : 

status of the load at the bus i , iw : priority 

level of the load at the bus i , 𝑟𝑑: restored 

demand. 

ii) Minimization of the voltage deviation 

from the threshold values; 

iii) Minimization of power loss and 

iv) Backup feeder transfer capacity limit. 

The power of load supplied from the 

backup feeder must not exceed the feeder’s 

available capacity, as seen in (6). 

                                 (6) 

where 𝑃𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒: power from the source, 

and : power of the load, and𝑦𝑑: status 

of the load. 

The total reward was computed as, 

d v p bfR r r r r= + + +  

where dr : reward due to restored load 

maximization, vr : reward due to voltage 

deviation, 
pr : reward due to power loss, and 

bfr : reward due to backup feeder limit. 

 

Proposed Solution 

After representing the restoration as a 

Markov Decision Process, an RL algorithm 

called Actor-Critic, a policy gradient 

method that learns the agent's policy given 

the environment instead of learning value 

functions, has been implemented. DQN and 

PPO2 were also considered in this study. 

The deep Q network was implemented with 

discrete action space, while the A2C and 

PPO2 networks had continuous action 

space. 

The basic idea is that given that the network 

in the power grid system is represented as a 

graph that could have any number of nodes, 

the state space is infinite. There is a need to 

find a way to generalize the information in 

this large state space. The network is then 

represented in an environment with a 

continuous state and action space. The 

network information is used as input to the 

agent at each state, and the agent decides 

based on the policy it has learned how best 

to achieve optimal reward given the current 

state. The relationship between the learning 

environment and power grid environment 

is as follows: Agent: switch or load; 

Actions: Open/Close load switch; State: 

System topology; Reward: Minimize the 

unrestored customers while fulfilling the 

operational constraints; and Environment: 

Electrical Power Distribution Network.  
An environment is needed to train an RL agent. 

The environment receives the agent’s actions 

and returns to the agent a new state, as well as 

rewards based on the goal of the agent and the 

quality of the state in which the agent is. For the 

problem of optimal load shedding, the 

environment has been designed with two main 

modules. The first is the RL module, developed 

using OpenAI Gym (Brockman et al., 2016). 

The second module is the Power Flow Analysis 

Module, developed based on the Direct load 

Flow method and programmed with Java to 

provide real-time responses to actions 

performed by agents. The two modules 

communicate using a communication bridge 

called Py4J, as seen in Figure 1. With this 

environment developed using OpenAI Gym, 

running different RL algorithms without 

changing the environment is possible. 
 

dP

, , ,

1

D

available t d t d t

d

P P y
=
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Figure 1: Interface between RL algorithms and power system  

 

Tanzania Secondary Distribution 

Network: Case Study 

The data for conducting experiments was 

acquired from the Tanzanian Secondary 

Distribution network using three 

transformers, which were selected as the 

case study. The selected transformers are 

the BBQ Village SS1, Kimweri Avenue 

SS2, and Abiudi Street SS2, as seen in 

Figure 2. BBQ Village SS1 has 77 buses, 

Abiudi Street SS2 has 25 buses, and 

Kimweri Avenue has 20 buses.  

 

 

Figure 2: Secondary distribution network with pilot site. 

RESULTS AND DISCUSSIONS 

Optimum Sizing Results using PSO  

RL has been implemented using Python 

based on the Stable Baseline framework 

(Hill et al., 2018). A stable baseline has 

been selected as it is widely documented, 

implemented several deep reinforcement 

learning algorithms, including A2C, DQN, 

PPO2, and SAC, and is frequently 

maintained. The OpenAIGym environment 

has been customized to make decisions on 

the power system. The RL algorithm was 

implemented and integrated with the Java 

environment to confirm the decision made 

using the power flow analysis algorithm. 

The state of the environment is also 

obtained from a Java environment. Three 

RL algorithms have been implemented, 

namely, A2C, PPO2, and DQN. Results for 

the reward function during the training of 

these algorithms are presented in  Figure 3, 

Figure 4, and Figure 5. All algorithms 

successfully converged after at least 2000 

timesteps. Initially, all three algorithms 

were trained with discrete action space, and 
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the performance was slightly poor due to 

the large action space (Hill et al., 2018) of 

the restoration problem. Then, the 

continuous action space was used, which 

resulted in improved high-priority restored 

customers. A2C and PPO2 were used with 

continuous action space, while the DQN 

was utilized in discrete action space as it 

always maximizes over discrete action 

selection.  The observation space at a given 

time is presented by the voltage level at 

every node and the actions taken for every 

bus, as seen in Figure 6.  Trained models 

have been used to perform load shedding 

during SR. The trained models have been 

used to perform load shedding after load 

transfer through network reconfiguration 

from the BBQ village network to the 

Abiudi street network, which caused the 

voltage limit violation. Load shedding 

successfully improved the Abiudi Street 

network’s voltage level following the 

network reconfiguration, as seen in Figure 

7.  

 

Figure 3: Running average reward during training using A2C. 

 

Figure 4: Running average reward during training using PPO2. 



 

Mwifunyi, R. J. and Mbwilo, E. (2024), https://doi.org/10.52339/tjet.v43i1.966 

 

Tanzania Journal of Engineering and Technology (Tanz. J. Engrg. Technol.), Vol. 43 (No.1), Apr. 2024 109 

 

 

Figure 5: Running average reward during training using DQN. 

 

Figure 6: Observation Space.  

 

Figure 7: Service restoration with load shedding. 
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Restoration Efficiency 

Restoration efficiency for the proposed 

optimal load shedding mechanism has been 

measured based on the Restoration 

Efficiency of Important Loads (REI). In 

power systems, essential loads include 

hospitals, schools, and the military. The 

restoration efficiency for the developed 

RL-based load-shedding operation was 

collected, analyzed, and compared. The 

quality of results is also assessed by 

considering the objective functions and the 

constraints stated in section 2.2. The 

priority level of customers restored during 

the restoration process and power loss of 

the power network after restoration was 

considered. Comparative results on the 

restoration efficiency comparing the 

network status after restoration and priority 

levels are presented in Table 1 in which one 

represents the restored network part and 

zero, the unrestored network part.  It has 

been revealed that the RL algorithm 

successfully restores high-priority 

customers and sheds only low-priority 

customers when the power supply is 

insufficient. 

 

Table 1: Comparative results for restoration efficiency 

Priori

ty 

1 .

5 

.

5 

1 .

5 

.

1 

.

5 

.

1 

.

1 

.

1 

.

5 

1 .

1 

.

5 

.

1 

.

1 

.

1 

.

5 

.

5 

1 .1 .

1 

.

5 

.

5 

1 

PPO2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 0 1 1 1 

A2C 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 1 

DQN 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0

1 

1 1 1 1 

 

Comparison of Reinforcement Learning 

and Binary Partial Swarm Optimization 

(BPSO) 

Moreover, BPSO was conducted to 

compare RL-based algorithms and 

metaheuristic algorithms, as presented in 

Table 2. Three RL algorithms, namely 

A2C, DQN, and PPO2, have been used in 

which PPO2 takes the least time but 

achieves a higher final reward than others.  

It has been revealed that all RL algorithms 

take less time to achieve the optimal result 

than BPSO. The study proposes using RL 

in case the knowledge base is enough to 

make the decision and using metaheuristic 

methods only when there is less knowledge 

base. Restoration time has improved by 

almost 69.8% with RL compared to BPSO. 

Table 2: Performance comparison of RL and BPSO 

Agent Training Time 

(Seconds) 

Running Time (Seconds)  Average Reward 

ACTOR CRITIC 2087.55 0.290 6.68433 

DQN 1888.3461 0.2186 5.1514139 

BPSO Not applicable 1.703 6.3326801 

PPO2  2056.8336 0.296 6.9177437 

 

Consideration of Variable Load Demand 

During Service Restoration  

The stochastic nature of load demand has 

also been considered in this study by using 

a well-established Long Short Term 

Memory (LSTM) forecasting model with a 

forecasting accuracy of 96.43% (Mwifunyi 

et al., 2020). During SR, the forecasted 

values were calculated based on the time of 
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the day. The stochastic nature of load 

demand has reduced the load shedding 

significantly once a fault occurs in low 

peak hours, in which load can be restored 

up to 100% compared to peak demand load, 

which ended up to 89.77%.  Comparison 

results for load shedding with RL 

considering the stochastic nature of load 

demand are presented in Table 3 which 

faults were simulated at the same point at 

different times of the day. It has finally 

revealed a different load shedding level 

based on the time of occurrence of a fault. 

 

Table 3: Restoration with variable load demand 

Fault Time % Restored Shedding Bus Priority 

0000 98.04 48 0.1 

1200 100 - - 

0600 97.58 42,48 0.1 

1900 97.44 47,48 0.1 

2100 89.77 89,94,116,121,122,125,127,128,138 0.1,0.5 

 

The Use of Forecasted Demand and Peak 

Demand with Load Shedding during 

Service Restoration 

Load shedding during SR as the result of 

using forecasted demand and peak demand 

was also compared, as presented in Figure 

8. With the use of forecasted demand, there  

 

were no voltage limit violations, and all 

load was restored with a minimum voltage 

of 0.9037 p.u. Using peak demand resulted 

in a restored demand of 92.8% with a 

minimum voltage of 0.9003 p.u.  

 

 

Figure 8: Load Shedding due to the Use of Forecasted Demand and Peak Demand 
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CONCLUSION 

Conclusion 

This study focused on developing the 

optimal load shedding mechanism using 

RL. The study used the reinforcement 

learning algorithm with continuous action 

space in load shedding during service 

restoration with consideration of the 

stochastic nature of load demand. The data 

from the real secondary distribution 

network were used. It has been revealed 

that using RL improves the decision-

making time by 69.8% compared to the 

time taken by metaheuristic approaches 

with almost similar performance. The RL-

based algorithm can also shed only low-

priority customers once there is a voltage 

limit violation. The use of variable load 

demand has shown improvement in the 

number of restored customers compared to 

fixed load demand during SR using RL. 

Network dynamic as the result of network 

reconfiguration is omitted for future work. 
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