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Abstract 

Taking a country into consideration where agriculture remains the primary 

occupation and farming still happens using conventional methods, the farmers 

are not able to produce anticipated yields. Modern farming strategies called 

precision farming play a vital role in improving crop yield and generating more 

profit for the farmers. This includes recommendations of crops that are suitable 

for specific fields based on soil conditions, temperature, rainfall, and humidity. 

To solve this problem, crop recommendation systems play an important role. In 

this research work, a crop recommendation system (CRS) was implemented 

using various machine learning algorithms that include random forest, decision 

trees, extreme gradient boosting (XG boost), and K-nearest neighbors (KNN). 

Experimental analysis was performed on the dataset collected from Kaggle. The 

Random Forest algorithm outperforms XG Boost, Decision Tree, and KNN with 

high accuracy and F1 score of 99.3% and 99.01% respectively. Hyperparameter 

tuning is additionally performed on XG Boost and Random Forest algorithms to 

improve accuracy. After hyperparameter tuning, the Random Forest algorithm 

outperforms XG Boost with an accuracy of 99.5%. 
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1.0  INTRODUCTION 

In the present era, a significant increase in the use of 

technology helps individuals to overcome the 

challenges in various domains such as agriculture, e-

commerce, stock market, etc. In the agricultural 

domain, failure in choosing the suitable crop for 

cultivation, based on the field conditions may lead to 

a reduction in yield and financial losses for farmers 

[15]. The farmers need to choose suitable crops to 

improve the crop yield [11]. The main factors to be 

considered for growing suitable crops in the specific 

field are soil properties such as nitrogen (N), 

phosphorus (P), potassium (K), and pH, as well as 

weather conditions such as temperature, rainfall, and 

humidity [16]. 

 

The three most critical elements for growing crops are 

N, P, and K. N helps in producing rich stems and 

leaves that appear dark green in Lettuce, Broccoli, 

Cabbage, and Herbs. P aids in the initial growth of 

plants including flowering and production of seeds. P 

helps in growing crops like tomatoes, peppers, squash, 

cucumbers, and peppers after flowering. K is essential 

in enhancing the flavor of plants, increasing their 

resistance to diseases and pests, and improving stress 
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tolerance and health of plant roots for growing Garlic, 

Onion, Turnip, Carrot, and Radish crops. The 

measurement of soil pH is a scale for the level of soil 

acidity or alkalinity value measured from 0 to 14. pH 

value of 7 denotes a neutral position. This changes the 

chemical forms of some nutrients, and their reaction 

processes involved in taking up into plants.  

 

Most plants grow at a pH that ranges from 5.5 to 7.5. 

Many plants, however, have evolved to flourish at pH 

levels outside of this range. Various plant species have 

various weather requirements, such as optimal 

temperature, rainfall, and humidity ranges for planting 

and growth.The main goal of CRS is to assist farmers 

in decision-making for selecting appropriate crops for 

a specific field environment [17,18]. This will aid in 

increasing productivity and, as a result, increase 

profitability. A crop recommendation application was 

developed using ML algorithms in which the user 

should enter soil nutrient values of N, P, K, and Ph and 

the climatic condition values of temperature, rainfall, 

and humidity. The application will forecast the 

suitable crop the farmer should produce as per the 

specified field and climatic conditions. 

 

In recent years, the agricultural industry has 

incorporated machine learning (ML) approaches 

[19,20] aimed at providing farmers with specialized 

and precise advice based on their specific needs. 

These ML systems excel in detecting insignificant 

data patterns and correlations that would be difficult, 

if not impossible, to detect manually [7]. As a result, 

they enable the creation of exact estimates about crop 

compatibility, possible yields, and the most effective 

farming methods.  

 

This paper is structured as follows. The literature 

review is discussed in Section 2, Section 3 explains 

Methodology, Section 4 shows Experimental 

Results, and Section 5 describes Conclusion and 

Future Scope. 

 

2.0  LITERATURE REVIEW 

The various methods discussed in the literature can be 

categorized into two categories: i. Techniques based 

on Machine Learning (ML), and ii. Approaches based 

on Deep Learning (DL). 

 

2.1  Crop Recommendation using Machine 

Learning (ML) Techniques 

A review on the various ML techniques used in 

agriculture domain for crop recommendation is 

presented as follows; Atharva Jadhav et al. [1] build 

various models using decision trees, logistic 

regression, random forests, and XG boost. The authors 

calculated the accuracy of those models to evaluate the 

effectiveness of various classification techniques. 

Random Forest outperforms other algorithms with an 

accuracy of 98.9%. 

 

Mohamed Bouni et al. [2] used Random Tree, KNN, 

Nave Bayes, and Neural Network Deep 

Reinforcement Learning (DRL) approaches to 

develop Efficient Recommender Systems in Smart 

Agriculture. By combining deep learning and 

reinforcement learning, DRL can deal with uneven 

data and performs better than the other algorithms 

with an accuracy of 98.6%. Dhruvi Gosai et al. [3] 

conducted a study on crop recommendation using ML 

techniques. The authors conducted experimental 

analysis on the crop recommendation using Decision 

Trees, SVM, Naive Bayes, Random Forest, Logistic 

Regression, and XGBoost algorithms. XGBoost 

performs better than the other algorithms. 

 

Shafiulla Shariff et al. [4] used ML approaches for 

crop recommendation. The authors developed a model 

using ML algorithms, that recommends best harvest 

based on soil characteristics. The authors conducted 

experimental analysis on models implemented using 

Gradient Boosting, Decision Trees, Random Forest, 

Naive Bayes, and KNN approaches. The gradient 

boosting algorithm achieved the highest accuracy 

among the other algorithms. Nidhi H Kulkarni et al.  

[5], implemented crop recommendations using the 

dataset consisting of 4 crops: wheat, cotton, rice, and 

sugar cane. Implemented models using naive Bayes, 

random forest, and Linear SVM techniques. 

Combining these three algorithms proposed Majority 

Voting Technique to achieve higher accuracy and for 

accurate prediction of crops to be cultivated. 

 

Maaz Patel et al. [6], developed an intelligent system 

that can suggest suitable crops to farmers, by 

considering Nitrogen, Potassium, Phosphorus, PH 

Value, Rainfall, Humidity, and Temperature factors. 

Developed models using Gaussian NB, SVM, and 

Decision Tree and achieved the best accuracy with the 

Gaussian NB Technique. 

 

2.2  Crop Recommendation using Deep Learning 

(DL) Techniques 

A review of various DL techniques [10] used in the 

agriculture domain for crop recommendation is 

presented as follows; Tanmay et al. [13] designed a 

crop recommendation system using neural networks. 

The system uses sensors to measure soil moisture 

levels, humidity, and temperature in the field. Data 

from these sensors is gathered via an ESP8266 Wi-Fi 

Module, and a Raspberry Pi 3 serves as the local 
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network for displaying the results. Literature review 

findings of crop recommendation using machine 

learning and deep learning techniques are summarized 

in Table 1. 

 

Table 1: Review of machine learning and deep learning techniques for crop recommendation 
Authors, Reference Objective Methodologies Results Pros and Cons 

Atharva Jadhav et al. 

[1] 

To provide advice on 

crops to farmers using 
machine learning 

techniques. 

Random Forest, Decision 

Tree, Logistic Regression, 
XG Boost 

Random Forest performed 

better with 98.9% 
accuracy. 

Developed a model for recommending 

crops based on soil and regional 
characteristics of the field, but weather 

factors are not taken into consideration. 

Mohamed Bouni et 

al. [2] 

To provide guidance 

on crops to farmers for 

precision agriculture 
using the DRL 

approach. 

DRL, Naïve Bayes, KNN, 

Decision Tree, Random 

Forest 

The DRL and Random 

Forest classifiers attained 

similar accuracy. 

With a larger dataset, DRL could achieve 

precise results. 

Dhruvi Gosai et al. 

[3] 

To provide guidance 

on crop selection to 
farmers by analyzing 

sensor data using 

machine learning 
techniques. 

Decision Trees, SVM, 

Naive Bayes, Random 
Forest, Logistic 

Regression, and XGBoost 

XGBoost performed better 

with 99.3% accuracy. 

Lack of user interface development. 

Shafiulla Shariff et al. 

[4] 

To develop a 

recommendation 
system using machine 

learning algorithms 

that recommends crops 
suitable for a specific 

soil type. 

Gradient Boosting, 

Decision Trees, Random 
Forest, Naive Bayes, and 

KNN 

Gradient Boosting 

performed better with 
98.18% accuracy. 

Accuracy was a bit low compared to other 

previous works. 

Nidhi H Kulkarni et 
al.  [5] 

To develop a crop 
recommendation 

system using 

ensembling machine 
learning techniques. 

Majority Voting 
Technique is combined 

with naïve Bayes, random 

forest, and Linear SVM 
techniques. 

The average classification 
accuracy of 99.91% is 

obtained when independent 

base learners are 
combined. 

Crops are classified into kharif and Rabi 
crops. However, crops to be grown in 

specific field are not recommended. 

Maaz Patel et al. [6] To develop a crop 

recommendationsyste

m using machine 
learning techniques. 

Gaussian NB, SVM, and 

Decision Tree. 

Decision 

Tree and Gaussian NB 

attained similar accuracy 
of 99.3%. 

Lack of user interface development. 

Tanmay et al. [13] To develop a crop 

recommendation 
system to predict the 

suitable crop using 

Neural networks. 

Neural Networks The model predicts the 

most suitable crop using 
the ANN algorithm. 

Developed a model to predict suitable 

crops based on field soil moisture, 
temperature, and humidity information 

collected from various Sensors. 

This work can be extended to automate the 
irrigation system in the field. 

Kanga Subba Raja et 

al. [14] 

To develop a 

recommendation 

system for 
recommending crops 

to farmers by 

analyzing satellite 
images of the field. 

Soil supplements are 

investigated using hybrid 

approach by combining 
Neural Network and Image 

Processing. Deep 

Recurrent Q-Network 
(DRQN), Deep Q-learning 

algorithm, CNN, RNN and 
HNN. 

HNN performed better 

with 99% accuracy. 

Developed a model to recommend crops 

based on field soil supplements, 

temperature, humidity, and water features 
information collected from satellite 

images. By utilizing water body extraction 

approaches, this work can be extended to 
extract water features. 

 

3.0  METHODOLOGY 

An Overview of the CRS is shown in Figure 1. 

 

Figure 1:  Overview of CRS 

 

3.1  Dataset Collection 

The Crop Dataset is collected from Kaggle repository 

[15]and consists of 2200 rows and 8 columns. The 

dataset consists of parameters such as N, K, P, 

temperature, humidity, pH, rainfall, and crop labels. 

This dataset includes 22 different crops including rice, 

chickpeas, pigeon peas, corn, mung beans, black 

beans, moss beans, lentils, pomegranates, bananas, 

mangoes, kidney beans, grapes, watermelons, 

oranges, cantaloupe, apples, and papaya. The sample 

dataset is shown in Figure 2. 

 

3.2  Data Preprocessing 

https://doi.org/10.4314/njt.v43i2.13
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Data obtained from various sources may not be 

accurate and it might be imbalanced. So, data 

preprocessing is the key step for further analysis. The 

primary objective of this is to filter out the redundant 

values and finding the missing values. Mean 

Imputation is used for handling Missing and null 

values in the dataset to maintain the quality and 

completeness. Categorical data is converted to 

numerical data using Label Encoder. 

 

    
Figure 2:  Sample dataset for CRS 

 

3.3  Feature Selection 

It's important to identify which features (input 

variables) are most relevant for crop recommendation. 

Domain knowledge and data analysis techniques can 

help in selecting the most informative features. In this 

work correlations between features are plotted using a 

heatmap.  

 

 
Figure 3:  Correlation matrix between the features 

 

The color intensity in the heatmap from Figure 3 

shows the strength of the correlation between various 

environmental factors affecting crop yields. We have 

assumed a correlation coefficient of 0.8 and hence all 

the features are necessary to us.  

 

3.4  Train-Test Split Strategy 

The primary objective of dividing datasets into testing 

and training sets is to assess the model's performance 

and capacity to provide precise predictions on new, 

unknown data. A training dataset typically consists of 

80% of the total data and is the primary resource for 

instructing and guiding the machine learning model. 

The model learns about the dataset's intrinsic patterns, 

correlations, and trends. The remaining 20% is the test 

dataset, used to evaluate the model's performance. It 

is segregated from the training set to ensure that the 

model meets it for the first-time during testing. 

 

3.5  Model Assessment 

The experiments were carried out using KNN, 

Decision Tree, XG Boost, and Random Forest 

algorithms. The implementation details are presented 

as follows. 

 

3.5.1 Decision tree 

Although decision tree algorithms are mostly used in 

classification problems, they can also be applied to 

regression problems. It is a tree-like structure 

consisting of a root node, a leaf node, and an 

intermediate node. At the outset, the algorithm begins 

at the root node, representing the entire dataset. 

During the tree's construction, it employs an attribute 

selection measure to identify the most suitable 

attribute within the dataset. This pivotal attribute 

serves as the basis for partitioning the tree into 

subtrees, with each subtree associated with a specific 

attribute value or range. This partitioning process 

continues iteratively until the algorithm reaches a leaf 

node. The attribute selection measure used is entropy 

and information gain. The formula used for 

calculating them is as follows: 

 
∑ 𝑝(𝑖) ∗𝑛

𝑖=0 log2 𝑝(𝑖)                                                         (1) 

Where, p(i) is the probability of selecting an example 

from class i. The information gain of the current node 

S because of the selected feature X is:  

𝐼𝐺 (𝑆, 𝑋)  =  𝐸(𝑆)  −  𝐸 (𝑆, 𝑋)                                          (2) 

 

The best IG of all characteristics is chosen as the 

decision tree's root node, generating a subtree. There 

is no additional segmentation or splitting after 

reaching a leaf node. Instead, the leaf node 

incorporates the ultimate judgment or prediction for 

the given instance, making it the decision tree's 

terminal point. As a result, a decision tree's structure 

represents a hierarchical representation of decision 

rules, with each route from the root node to the leaf 

nodes defining a distinct decision process based on 

characteristics and values. 

 

3.5.2 Random forest 

Random forests are an ensemble ML algorithm used 

for both classification and regression. Ensemble 

methods improve the performance of ML algorithms 

https://doi.org/10.4314/njt.v43i2.13
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by combining multiple learners. This classifier 

comprises multiple decision trees, each trained on 

distinct subsets of a provided dataset. The accuracy 

and efficiency are improved, and as the random forest 

is a combination of decision trees, it overcomes 

overfitting of data issues, and normalization of the 

dataset is also not necessary. 

 

The working process of random forest is explained in 

the following steps: 

1. Selecting various random samples with 

replacement-Here the data selected from the 

dataset may be repeated more than in one or more 

trees so the output of the data will be more 

accurate. 

2. Decision Trees to be drawn for the sample tree are 

trained on a sample of observations (known as a 

bootstrap sample) and this is known as a bag. The 

sample that is not used for training is called an out-

of-bag (OOB) sample. 

3. Choosing N number of trees- After training, the 

OOB sample is tested on each trained model, then 

an output is obtained for that bootstrap sample. 

4. Repeat both 1 and 2 steps-This should be done to get 

an accurate output as random data should         be taken 

many times to avoid errors. 

5. Assign the class labels for the data by doing 

bootstrap aggregation and checking the majority 

number of votes and get the output class label. 

 

3.5.3 K-nearest neighbours 

The KNN algorithm is primarily used for 

classification tasks. It compares a new data point to 

the values in each dataset, with each data point 

belonging to a separate class or category. Choose a 

value for K, which specifies the number of 

neighbouring neighbours to consider. It measures how 

far apart the new data point is from every other data 

point in the dataset. The list of dataset data points is 

then sorted according to how close they are to the new 

data point by ascending these distances. Then, using 

the estimated distances, find the most nearby 

neighbours to the new data point. These are the data 

points that are most like or near the new entry. KNN 

operates under the assumption that data points sharing 

similar attributes are likely to fall within the same 

category, and it assigns categories to data points by 

considering the majority consensus of their nearest 

neighbours. 

 

3.5.4 Extreme gradient boost 

XG Boost is one of the boosting algorithms, and it 

stands for Extreme Gradient. Generally, Boosting 

refers to combining weaker models with stronger 

models to increase accuracy. In XG Boost, the trees 

are built one after the other, with each one aiming to 

reduce the errors committed by the one before it. The 

following are the steps for implementing XG Boost: 

1. In the initial stage, the total dataset is given to the 

models. 

2. To calculate the errors based on the previous 

models to predict accurate class labels. 

3. The next step is to build a predictive model to build 

those errors and they are corrected using learning 

rate. 

4. The last step is to add the model to the ensemble 

of the models and this process is continued      until all 

the class labels are correct. 

 

3.6  Tuning of Hyperparameters 

Tuning hyperparameters is an important step in tuning 

ML models to improve performance. Hyperparamet-

ers are configuration settings that are set before 

training the model, rather than being learned from 

data. Tuning is finding the best combination of 

hyperparameters to improve a model's predictive 

accuracy, generalization, and efficiency. 

 

3.6.1 Random forest hyperparameters tuning 

Random forest model is optimized by fine-tuning 

parameters like min samples leaf, max depth, max 

features, and min samples split through the 

GridSearchCV method. This involved exploring a 

range of potential values for these parameters and 

selecting the best-performing values from the options. 

As a result, the default parameter settings were 

adjusted by setting the maximum depth of tree value 

to 20, the maximum number of features to "sqrt," the 

minimum sample leaf value to 2, the minimum sample 

split value to 5, and the number of estimators to 50. 

 

3.6.2 XGBoost hyperparameters tuning 

The GridSearchCV method is used for optimizing the 

XG Boost model by adjusting the minimum sum of 

weights of observations required in a child, the 

number of estimators, the learning rate, and the 

maximum depth of tree parameters. This process 

includes examining a wide range of possible values for 

these parameters and selecting the most appropriate 

values from the available choices. As a result, the 

default parameter settings were adjusted by setting the 

learning rate to 0.2, maximum depth of tree to 1, 

minimum sum of weights of observations required in 

a child to 1, number of estimators to 200. 

 

3.7  Recommending the Crop 

CRS can recommend suitable crop/crops, once the 

model has been trained and validated. The model will 

predict the suitable crops for the specified field 

https://doi.org/10.4314/njt.v43i2.13
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according to the given input characteristics such as 

soil conditions, meteorological data. 

 

4.0  EXPERIMENTAL ANALYSIS 

The experimental analysis was performed using a 

system equipped with an 8th generation Core i5 

processor, 8GB of RAM, and a 500GB SSD hard disk. 

The analysis involved applying the XG Boost, 

Decision Tree, KNN, and Random Forest algorithms 

in Python to evaluate trained models using the crop 

dataset sourced from Kaggle. 

 

4.1  Validation 

The model performance is assessed using the metrics 

accuracy and F1-score. The Table 2 shown below 

represents the F1 scores achieved by the trained 

models using KNN, Decision Tree, Random Forest, 

and XG Boost algorithms. 

 

Table 2: F1 score of various trained models in 

percentage. 
S/N Model F1 Score 

1 Decision Tree 96.2 

2 KNN 95.1 

3 Random Forest 99.01 

4 XG Boost 98.6 

 

 
Figure 4:  Experimental analysis of machine 

learning algorithms before hyperparameter tuning. 

 

 
 

Figure 5:  Experimental analysis of machine learni-

ng algorithms after hyperparameter tuning. 

Figure 4 shows the accuracies of trained models using 

KNN, Decision Tree, Random Forest, and XG Boost 

algorithms. Figure 5 shows the accuracies of trained 

models using Random Forest and XG Boost 

algorithms after tuning hyperparameters. From the 

above results, it is observed that the Random Forest 

algorithm achieved a higher accuracy and F1 score of 

99.3% and 99.01% respectively compared to XG 

Boost, Decision Tree, and KNN without hyperparam-

eter tuning. After hyperparameter tuning also Random 

Forest got the highest accuracy of 99.5% compared to 

XG Boost algorithm. 

 

4.2  User Interface 

In this work CRS is implemented using the model 

build with Random Forest algorithm. CRS is 

developed using Python in the Flask integrated 

development environment (IDE) to develop the 

graphical user interface (GUI). Figure 6 shows the 

input and output Screenshots of CRS. 

 

 
Figure 6:  Input and output screenshots of CRS 

 

5.0  CONCLUSION AND FUTURE SCOPE 

The CRS powered by ML offers valuable insights to 

farmers for better decision-making. By analyzing 

various factors like soil, climate, and historical data, 

the system suggests suitable crops. From the 

experimental analysis carried out in this research 

work, it is observed that the Random Forest algorithm 

outperforms XG Boost, Decision Tree, and KNN with 

an accuracy and F1 score of 99.3% and 99.01% 

respectively. To improve accuracy, hyperparameters 

are tuned additionally for Random Forest and XG 

Boost algorithms. After employing hyperparameter 

tuning, the Random Forest algorithm outperforms XG 

Boost with an accuracy of 99.5%. The CRS 

implemented in this research work simplifies plant 

selection and makes it easier for farmers to choose the 

right crops for their land. 

 

The future scope of this research work is improving 

model performance using Deep Learning algorithms. 

Integrating real-time data from various sources, 

including weather forecasts and IoT devices, can 

https://doi.org/10.4314/njt.v43i2.13
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provide timely and precise recommendations, 

adapting to dynamic environmental conditions.  
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