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ABSTRACT

In this paper, a Tsukamoto Fuzzy Model with Harmony Search is proposed and developed to predict wind speed. The data
used in this study were obtained from a meteorological station unit of the International Institute of Tropical Agriculture
(IITA) located at Tarauni, Kano Sate for a period of one year and used for the training and testing of the model. The
Harmony search algorithm was applied to estimate the fuzzy parameters. The predicted values were compared with the
observed wind speed and the effectiveness of the model was judged based on absolute and relative error. The maximum
absolute and relative errors obtained in the proposed approach were 0. 52 and 0.11 respectively.
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INTRODUCTION Neural Networks (ANN) and fuzzy logic (AkintundeQ21).
The speedy growth in human population andDifferent prediction horizons were suggested suslstzort-
industrialization necessitate the need for cleaergn  term, medium term and long-term wind speed forecast
Scarcity of fossil fuels (experienced in the begignand in
the mid-seventies), environmental effects and seleaf The reported work of (Lee, Park, Kim, Kim, and L26,12)
pollutant materials, which may be harmful to humémsd developed a wind speed prediction scheme using freddi
other living organisms) and contribute to globalrmeng, harmony search and neural networks. It was fourat th
were all factors that turned the attention of tldevant machine learning wind speed prediction models give
stakeholders in searching for sustainable energyces  utmost, way of predicting wind speed in the aredens
(Vazquez and Iglesias, 2016). measured wind speed is not observed. In this sadyodel
to predict wind speed for wind energy potentialeasment
Renewable energy sources such as hydro, solar, wdak  is developed using a new improved methodology, Wwhic
geothermal and wind have advantages of operating icombines harmony search algorithm with a fuzzyrerfiee
standalone and connected modes. Wind energy adarce  systembased on Tsukamoto model. Analyses wereedarri
is clean, freely available and naturally abundéntas been out to validate the predictionaccuracy, using eixpental
well-recognized as one of the most promising energydata observed in the study area.
sources (Lawan, Abidin, Chai, Baharun and Masril520
Desideri, Proietti and Sdringola, 2009). Wind enetqas  Fuzzy Inference System Tsukamato M odel
been harnessed decades ago, for sailing ships antlim In general, a fuzzy inference system consists air fo
grinding. Recently it has become popular for eleatr components: fuzzification, fuzzy rule base, fuzamfeience
power generation.(Zhang, Su, Baeyens and Tan,)20hé engine and defuzzification (Sideratos and Hatzidogy
development of wind power technology has attained &012). In fuzzification, each input is convertetbim fuzzy
certain level of development, for the fact that dvimrbines  variable. A membership function (MF) maps each trget
are cost effective, which makes wind energy a majoto a membership value between 0 to 1. Fuzzy MFsbean
competitor of conventional sources. The percentdgeind written in different forms, such as triangle, trapiel,
energy share based on the energy mix around thee g  Gaussian or sigmoid functions. The fuzzy rule base
shown in Figure 1 (“GLOBAL WIND REPORT 2016 component consists of all possible fuzzy relatibeswveen
GWEC"). inputs and outputs, which are expressed in the fofrihe
IF-THEN format. Three types of models in fuzzy isfece
Prediction of wind speed has been carried out usingystem are the Mamdani model, the TSK model and the
mathematical and statistical models. (Kulkarni,iPRama, Tsukamoto model (Hervas-Martinez, Salcedo-Sanz,
and Sen, 2008). According to (Khatib, Mohamed, andGutiérrez, Ortiz-Garcia and Prieto, 2011). The juzz
Sopian, 2011), no realistic model either physical o inference engine component considers all the fumigs in
mathematical could give a definitive solution.Bezawf the the fuzzy rule base and transforms a set of ingats
mentioned reasaons machine learning is found tonbee  corresponding outputs by minimization (min) or pwod
attractive in recent times. Over the past few yeseveral (prod) operators. Lastly, defuzzification conveffiszzy
studies were conducted based on machine learnipgetbict  outputs from fuzzy inference system to a number.
wind speed. Those studies can be catalogue intificiet
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Figure 1: Wind share based on world energy mix gbé2013-2017 (“GLOBAL WIND REPORT 2016 | GWEC")
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Figure 2: The Tsukamoto fuzzy model (Sari, Wahywnggnd Fauziati, 2016)

In this study, Tsukamoto model was used, becausiksof ideal state as determined by objective functioriuation by
ability to solve nonlinear ill-defined problemsadh inputis  mimicking musical improvisation process by musisiaim a
converted into several Gaussian functions. In azyfuz musical practice, musicians always try to find atdre
inference engine, product, operator was used tosfibam  harmony (Uckun Kiran, Trzcinski, Ng and Liu, 201#)the
input to output. In Tsukamoto model, the fuzzy Mif the  musicians find a good harmony, they will keep ittheir
outputs must be a monotonic function, which mapsfitting memory. The pitches of the instruments are charajtt
strength of each rule to a unique output value ¢Zand each practice. After some trials, if they managditd a
Qiao, 2011). The overall output equals to the wieidh Dbetter harmony, they will replace the previous rdcaith
average of each rule’s output. The reasoning proeetbr a  the new one.

two-input two-rule system is illustrated in Figuzg(Haque,

Mandal, Meng and Kaye, 2012). It is believed that the best harmony could be agdizmed
after numerous trials (Tiang and Ishak, 2012). Bheps
Harmony Search Algorithm used for the harmony search algorithm developmeat a

Harmony search (HS) is an optimization algorithmichhis ~ shown in Figure 3.
inspired by music improvisation. This algorithm leehe
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Step 1:

Initialize an optimization problem
and specify HS parameters.

l

Step 2:

Initialize the harmony memory
(HM)

A 4

Step 3:

Improvise a new harmony

l

Step 4:

Update the HM

l

Step 5:

Check the stopping criteria

Figure 3: Harmony Search Alg orithm

67



Nigerian Journal of Engineering Vol. 25, No. 2, Dec. 2018

In step 1, an optimization problem or objectivediion is  longitude, altitude, observation time frame and ryeaf
determined. At the same time, HS parameters such awmeasurements are shown in Table 1.

harmony memory size (HMS), harmony memory

considering the rate (HMCR), pitch adjusting raRAR), Table 1: Study area description

number of improvisations (NI) or the stopping aiilemust ~Station Latitude Longitude Altitude Data

also be specified. In this study, the optimizatwoblem is Name (N) (E) (m) Duration
to minimize the objective function, which is thetalo above

squared error value between predicted outputs ftben the

model with output from data sets. HMS values akeraas ground

20-100, HMCR values of 0.7-0.95 and PAR values .Gt 0 level

0.7. In order to obtain a smooth function. In sk new ~ABy 11.9587 8.5446' 2.7 201t
HM matrix is generated based on HM consideratiottchp | j7a, 2016

adjustment and random generation. In step 3, ifrte&  kano
harmony is better than the worst harmony in HM, tieev
harmony will be included in the HM and the existiwgrst The data values for wind s : :

X peed in this study ranfgech
harmony IS e.xc"%ded from HM' Steps 3 and 4 areatspe 3.67 m/s to 5.34 m/s. The minimum and maximum
until the termination criteria is satisfied. temperature ranged from 29.50°C to 40.40°C. Taldbdvs
the range of each component in the database. Adb&65
data is obtained, and 70% of the data were uséghimng
(255 days) while the remaining 30% (110 days) wsedun
testing the model. Summary of the data is showrsiole 2.

METHODS

In this study, wind speed prediction model was tigped in
three steps: data collection, Fuzzy Tsukamoto axchbny
search modeling, and prediction of wind speed. fugel
was developedusing MATLAB/Simulink 7.10.0 (R2012a)
platform, 4 GB RAM and Intel (R) core (TM) i5. Ddtof
the methodology are given below.

Fuzzy tsukamoto and har mony sear ch modeling

The Tsukamoto model in this study has six (6) ispand
one (1) output system. The inputs are temperataigfall,

. humidity, evaporation, sunshine hours and monthchEa
Data collection . . . input is converted into 3 Gaussian MFs. Each GaussIF
The meteorological data (Wind speed, sunshine hour§1613 two parameters, ¢ and where c represents the MF's
maximum and minimum temperature, Rainfall, RelativeCentre and is the MF’S width (“Wind in power,” 2016).
humidity, and evaporation) used in this study watained 1o Equation for a Gaussian MF is given in (1). Tinenber
from Ahmadu Bello University, Zaria Agricultural Rearch fuzzy rules is determined using grid partition.

Institute, situated at Tarauni, Kano State for aqoeof 1
year (2015-2016). The wind speed was collectedragight

. . . 2
of 5 meters using a rotating cup anemometer and véme. o i (¢, —x)
The data collected at an update rate of evescargls, and O2ussian=u xA4'(x) =exp| — 1282 (1)
averaged every ten minutes. The ten minute avenage i

speeds were additionally averaged over a periathefhour ~ where ¢, and o, are the centre and width of the ith fuzzy
to obtain the hourly average wind speed. The Id¢ifu set A', respectively.

Table 2: Ranges of components of data sets

Parameter Minimum Maximum Average
Maximum

Temperature °C 29.50 40.40 33.93
Minimum

Temperature °C 11.90 25.40 20.03
Rainfall mm 0.00 646.90 147.89
Humidity % 21.00 82.00 48.50
Evaporation ml 2.30 12.10 7.05
Sunshine

(H) Hours 6.70 9.30 7.76
Wind Speed m/s 3.67 5.34 4.45
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While, the harmonic data is generated using a qu@dr All fuzzy parameters determined from the Tsukanfoizzy

function as given in Equation (2); and harmony search models were used to predictutpit
for wind speed testing dataset. The predicted asitfrom

y(x) = Xl2 + X22 2 the model are compared with the outputs from tgstin

dataset.
The output of the system are wind speed and wirettion.

A linear MF was used for the outp. Each output tves RESULTSAND DISCUSSION

parameters, a and b, where a is the value onnberliline  |n this section, the usefulness of our proposedazgmh will
when the MF is O while b is the value when the MRIAIl  pe demonstrated. We attempt to construct a twotikpazy
fuzzy parameters were determined using harmonylselr  harmony search (FHS) model in such that it is closg2).
the harmony search model, the maximum and minimumn this paper, 95 pairs of data are randomly geadrasing
values for each fuzzy parameter (as shown in Tapleere  (2). Noise is then added to the 95 pairs of datilidg noise
foundusing the training dataset. The initial valused for  results in non-monotone dataset. In our simulatier=

HS parameters are shown in Table 3. A few trialsigis 100, refer to (2). HS is adopted to search for a6seth
different HS parameters were carried out. The fuzzysettings as follows; harmony memory size (HMS) 5 30
parameters were taken as the values of the HS mddeh harmony consideration rate (HMCR) = 0.90, and pitch

gave the least squared error value between predictguts

from the model and the training dataset.

adjusting rate (PAR) = 0.20. The number of maximum
evaluations (iteration) was set to 10,000.

Table 3: Initial values of harmony search algorithm Figure 4 shows the HS objective function versusnimeber

parameters _ of generations. The result shows that with 10,@8fations
Parameter Lrglt:]a; the total least square error (LSE) found is etua.135.
Harmony memory size (HMS) 10 Figures 5 and 6 show the surface plot of the H®&aihje
Harmony memory considerin the rate 0.90 function tested with W=100) and without @W=0)
(HMCR) Monotone Index (MI) respectively. In Figure 2, amotone
Pitch adjusting rate (PAR) 0.2 FIS model is obtained. It shows that even with non-
Number of improvisations (NI 10,000 monotone data set, a monotone surface curve can be
obtained with MI as the constraint. In Figure 3thout MI,
a non-monotone surface curve is obtained.
Mk
|"q:_
|
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-
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Figure 4: HS objective function versus the numbegemerations
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Figure 5: HS objective function versus the nundfegenerations

Figure 6: Noisy data tested without MI as a coriistra

The target output is the experimental monthly wepeed CONCLUSIONS

measured at the monitoring station; the observed d@are In this paper, an improved methodology for wind espe

used as testing dataset. The testing results arensiin prediction was demosrated. The model was desigasdd

Table 4. on the Tsukamoto fuzzy logic model with harmonyreba
The model was designed, simulated and analyzedg usin

The maximum relative error found is 0.11%. Thisueal observed wind speed data. The suitability of thggested

shows that the results from the model are reasprgdidd, method was judged by means of comparison between th

considering that the data sets are gathered framligble  predicted wind speed and ob served wind speedetdts

source. Furthermore, the maximum relative errorthis show the suitability of using this method to wisdeed

study is quite close to a study by one study (Y@ian, prediction.

Sharif and Tipper, 2013) which shows a maximumtingda

error of 0.12%.
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Table 4. Comparison between predicted argktavind speed

Target wincspeec Output ofmodel wind Relative errol

Month (m/s) speed (m/s) Absolute error (%)

Jan 4.70 4.82 -0.12 -0.02
Feb 4.60 4.75 -0.15 -0.03
Mar 3.90 3.67 0.23 0.06
Apr 3.70 3.59 0.11 0.03
May 3.70 3.59 0.11 0.03
Jun 4.80 5.34 -0.54 -0.10
Jul 5.30 4.78 0.52 0.11
Aug 5.00 5.09 -0.09 -0.02
Sep 4.70 5.09 -0.39 -0.08
Oct 3.70 3.89 -0.19 -0.05
Nov 4.80 5.08 -0.28 -0.06
Dec 4.30 5.32 -1.02 -0.19
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