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ABSTRACT

Wireless Sensor Network (WSN) has to face many threats as it consists of sensor nodes
and needs installation in the open area. Intrusion Detection System (IDS) is an essentia
safety method of handling vulnerabilities and threats for WSN. This study is a relative
assessment of the best performed IDS methods of WSNSs, the analysis of this method is
technically represented in detail. Threats to WSN are categorized into the criteria.
Customized dataset is prepared by KDD dataset with five stages to normalize it. Normal
class has four types of attacks which are much related attributes and used for
classification routine. This study is applied to methods (e.g. CfsSubsetEval and BestFirst)
for selection of attributes procedure to remove irrelevant attributes. Experimental work
reports the algorithm which provides high detection rate. Finally, in conclusion which
has satisfactory statements and rules for future research works to implement IDS in
WSNs. Many recommendations are mentioned as well as future directions regarding this
study.

Keywords. Wireless Sensor Network, Anomaly Detection, Intrusion Detection System,
Classification, KDD Dataset.
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1. INTRODUCTION
WSN is based on some sensors to collect the dataset and sends for analytical activities.

Presently, it has become an interesting subject of research, which can solve many real
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world challenges [1] like area exploring, army equipment, home based robotics, network
flow control & geographical detection. The specification of WSN represents the
limitation of sensor nodes in terms of resources, communication, computing and memory
[2]. Thisisthe reason that installation of such kind of network of its own restriction can
become a serious security issue and makes vulnerable to many security threats. To secure
WSN from different threats, it involves many authentications and management tasks. As
first line of defense encryption and authentication are initial security acts to secure WSN
[3]. Involvement in Cryptography to secure WSN is based on hidden key management
and is aso not very effective anymore because of attacks capacity to explore hidden
information about the occurrence of initial level of security as well as by the usage of
knowledge for suspicion reasons. As another line of defense is detection based methods,
implemented to secure WSN from intrusions and attacks after failure of Cryptography
[4]. IDS is responsible to detect and analyze the suspicious activities occur to the
network [5]. The idea was found by Anderson JP [6] as two main techniques for
detection, Misuse and Signature Based. Misuse Based detection involves rules that define
into signatures on the bases of rules or signatures and this helps it to find intrusion into
the network [7] [8]. Anomaly Based [9] detection involves the Normal behavior of the
system and a notice with actions to recognize important deviations. The maor focus of
this study is to simulate Random Forest (RF) method as it has capability for Anomaly
Based intrusion detection in WSN. Section |l gives the categorization for attacks of
WSN, section 11l includes review of WSN in Intrusion Detection by analyzing recent
Anomaly Detection Methods Naive Bayesian, SVM, RF and K-means with qualities and
weaknesses. Experiment is carried out in section IV where practically implementation of
KDD dataset is done. We practically implement mentioned techniques on KDD dataset
and result to depend upon Confusion Matrices, Detection Ration, and Execution Time
with Memory Consumption. At the last of this study, conclusion along with a piece of
recommendation is proposed to enhance efficiency of IDS for WSN’s upcoming

research.

2. ATTACK CATEGORIZATION FOR WIRELESS SENSOR NETWORK

Threat is a package of methods usable to damage a network by manipulating faults of
network. Attacks recognized by some classifications are highly used and described in the
below mentioned group.

2.1. Discussing by the Foundation or Origin Threats
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Two classes are noticed, internal and external. A node which is not associated with
network system or unable to have any access and requires approval associated by
Externa threats activation process. Bottleneck is a scope of this threat to network. The
Internal attack is the reason by irregular attack and is the most dangerous attack that can
harm WSN [10] [11].
2.2. Created by the Type of Attacks
Here is the difference between Active Attacks and Passive Attacks. The attack is
responsible to listen and investigate network flow traffic exchange knowledge, is known
as Passive Attack. It is difficult to point out these kinds of attacks and easy to realize
because here an attacker doesn’t make any alteration on exchange of knowledge. The
target of an intruder maybe the knowledge about Cluster Head node which is main or
hidden information by investigating routing traffic. If intruders use their skills to edit or
remove the information transported by the network by injecting his persona traffic flow,
then it is known as Active Attack [12].
2.3. Managing by Attack Methods

The following table shows the basic type of attacks categorized in four main classes:

Table 1. Attack Classes

| Attack class Attack technigues

Probe Spoofed Routing | nformation atzack, Alarad -R.:iut.i.r.g Information Attacks, :ieplayed.!.ih:_mti.n"g
Infarmation, Sinkhale
DO5s Sebectad Forwarding Jamming, Tampering
L2k Helle Fleeds
[ RaL | Sybil, Warmhaoles, Achnawledgement Spaefing

2.4. Conferring by Protocol Layersand Planned Protection System
Below table describes the basic type of an attack, for each attack suggested mechanism
of defenseis shown [13] [14]:
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Table 2. Security System with Protocols & Attacks

Protocol | &ttados Difenses
Lawer
Phyzizal | Jsmming Friorty mi2ssages, monkaring
Tamnering authorizat an, recandaney,
efryption]12] Spread-spectium,
priorty message, lower Duty cycle,
reman mappirg mode change
Tamper-praofing, hiding

Diala link Collision Errce-corr eclion mode
Exhaustion Rate lirnitatior
unifairness Small frames
spoofec, Altered orrelaved Dietzction on MiktRaute[4]

roubaE Inform sTion
Seledtive forwarding

sinkhole

Syhil altack Iderk ity cerbif icatiea[ 11]

ywarmioles Daveiwsen oroactive routing rotosol[13]
suspicious node detection by signal
sbrength, [10]

sello flogd attacks suspicious node detecticn by sighal
strength[0]

Betmimlecement spool ing Encryplior, autheaticat ion, rmoniloing

Transport | Flacding Cient puzzles
De-Synchronization autaentication

3. RELATED WORK

It has become clear that we can’t attain an acceptable stage of protection for WSN only
by the consumption of Cryptographic methods, as these methods drop a target to insider
threat. Cryptographic knowledge can compromise on security as intruders can recover
the information about a node [15]. To make reasonable security measures some methods
like IDS must be implemented to avoid any type of unauthorized attempt on network and
it should be a combination of methods to inquire and examine an intruder [16]. WSN is
based on research inventions and mechanisms to make a balanced network
communication as well as to protect restricted resources. A categorized structure [17] for
IDS is planned by the experiment they imposed is suggestion of Clustering. Author is
confident about the suggested categorized structure that is valuable to secure WSN
application against intruders. Krontiris & Dimitriou [18] suggested distributed IDS where
WSN is based on concentrated locality viewing. The author evaluated the worth of IDS
arrangement in contradiction with black hole and threats. Onat and Miri [19] presented
the design of IDS for WSN based on packet level detection. The proposed framework
packet receives rate of nearby nodes and transceivers behavior of pointed nodes.
Rajasegarar & Leckie [20] proposed IDS based distributed Clustering, based on Anomaly
Detection. By using clustering, they reduced communication load. Author proposed an
idea of real world arrangement and recognized its achievement as good accuracy when
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compared to central model with improved reduction in communication loads. Following
isthe checklist and related needs of IDS in WSN.

Table 3. Needs of Intrusion Detection System for WSN

Constraints and challenges of WSH Requircment of IDS

= Reinfrastroctare in WS ro = Natieireducs nes weaknesses o the
supnort cperatons such as weatam,
cammunlesiens, routing, <2al time | = Nesd litHe system resources and
wraffic analysis, encryphon, et should miak degrade nusral’ system

= Medes 7 prome to physics narformnance oy Intrnduciag overheacds,
capIure, tampsring ar bijackirg = 3ur continugusly smel remain
whizh compromizes netwark ransparsnt 1o the system snd the
CEraLiers, JEETE

= Compremised nodes may provide = Usestenderds Lo be oooperative and
s aadirg rouing informat oo Le UpE,
che reslof the WaN leaing ths = e relable and miromize felse posibves
riebuarerk Ur-oparat onal aned Mzl se negatives in ths detecbon
[blaccnale, wormhole, = nkhals dhase,
atbacks).

= \Wire ess cammuricston 1
suscentiale ta eavesdropping
swhilch wanld revesl Impectant daks
o acvarssries ancor b
Jsmmingdnbarfering, which would
causa Dos im the WIR,

® Thera 1z no trusted suthanty;
deazians have to be corchadzd in
a collshoratve mannar.

Patcha, Park [21] proposed two approaches for detection. Misuse Based detection
method is based on behavior with known signature attacks. The quality of this method is
it can detect attack efficiently and drawback is its inability to detect an unknown attack.
Anomaly Based detection method is atype of detection technique which is responsible to
check user’s behavior and on finding any irregular attitude it generates an alarm. The
quality of this technique is detection of unknown attacks but drawback is that it has so
many false alarms. Rajasegarar [22] presented an organized Anomaly Detection method

by giving the experimental result which showed Classification Rate, Memory and Time

Usage.

4, ANOMALY DETECTION ALGORITHMSIN WSN

4.1. Cluster Based M ethod:

Rajasegarar, Leckie [20] developed a detection framework on distributed structure. Every
mutual node gathers the dataset to work a norma summery of Cluster Head which
gathers whole around normal outline to receive technique of treating for data. After the

profile receives every mutual node initialize the analysis and methods of decision making
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to make detection. In case to make it ideal Clustering Based Detection, the dataset for
normalized input at each mutual sensor node with techniques of processing is required.
Given dataset vkj, K=1 ...m, is transformed into ukj = (vkj-pvj) / avj
where pvj and ovj stand for mean and standard deviation of the jth attribute in vkj.
Subsequently, ukj is normalization in theinterval [0, 1], according to
kj = ( kj — minuj)/ (maxuj — minuj)
Given common sensor node si is collecting a dataset Xi, si sends the local normal profile

. . ., . 2 . .
by xh i (xk), M, (X g (X i),

to the Cluster Head, where m is assumed for [Xi|. After the global normal profile is

CompUted, (Uj, UE ,ItE:nﬂx ) 3'55-1&:)-

The Cluster Head directs its reversal of mutual sensor nodes. After getting universa
regular summary, every mutual sensor node starts revealing its nearby, consuming a
secure thickness Clustering method. If Euclidean space among data spot and nearest
Clustering centroid is bigger than a consumer defined radius ‘0’ then a fresh cluster is
structured with this data spot as a centroid. To minimize the number of resultant
clustering, a cluster amalgamation manner is then directed towards calculating the
internal cluster space [33]. The clusters c1 & c2 are combined if their interna cluster
space d (cl, c2) is fewer than ‘0’. Lastly, the average space insides cluster of KNN as
cluster I, AVG (ICD) and SD (ICD) be a standard deviation and a mean of whole space
inside a cluster correspondingly. If ICDi > SD (ICD) + AVG (ICD), cluster ‘i’ is
observed as equal irregular [35].

4.2. Support Vector Machine

SVM (Support Vector Machine) is a supervised learning method [24] which is used to
apply progressively for Anomaly Detection as in the last era one of the major benefit of
SVM was having a capacity to study highly excellent measurement data [25]. In WSNSs,
SVM is useful to examine sequential associations with data to notice doubtful attitude to
a node. Several authors have attempted to find a suitable technique to implement SVM’s
method of a big dataset. SMO (Sequential Minimal Optimization) is a quick technique to
train mentioned method (SVM) [26], which disrupts big QP (Quadratic Programming)
and doubles into series of minimum likely QP trouble. Kim and Cha [27] implemented
SVM to Host-Based Anomaly recognition tricks. One class presents a quarter sphere of
SVM, equally symbolic method of SVM and aso similarly in favor of a distributed
Anomaly Based discovery [28]. Initially resided, quarter-sphere is calculated at every
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mutual sensor node. Secondly, the cluster heads gather these calculate nearby radiuses to
test universal radius. Discovery is then started on every mutua sensor node through
universal standard summary.
4.3. Naive Bayes
NB agorithm istypicaly used in WSN due to its non-complexity and robustness. A wide
range of alternates is presented with the analytical approach to Machine Learning, Data
Mining and Design/Pattern Identification of groups in an effort to improve it more
dynamically. A novel method was introduced by Bill and Eden [29] to recognize
defective sensor node by using Naive Bayes (NB) method. Suggested NB structure was
installed for executing WSN defective nodes recognition. Latest attribute, the edge to
edge transmission time of every packet of the pan is analyzed by using NB method of
defining the network standard. This approach does not contain any extra protocol and
additional reserve feeding for sensor node, it advised a study as a collection of irregular
defective nodes to the worker [29]. In the similar background it depends on mobile agent
and by using NB method, an IDS is introduced [23]. Following description shows the
principle of NB method.
m Number of classes C1, C2, .... Cm
dct Dimensional vector for class t dct = {dct1, dct1, ...., dctn}
where dcti =1
K total Ksenses of network operations S = {S1, S2, ......Sk}
Slisacreation of datathat look in the scene:
P(Sljdct) =  (dcti)Ni (1)
Where Ni isthe number of datal in scense S1
L= arg maxc [logP(Dct) + Ni logdcti] 2

4.4. Random For est

The Random Forest (RF) method is based on the group knowledge criteria for an
organization that functions by developing a collection of decision trees at a train period
by resulting the class. This is the mode of a class production by separate trees. Random
Tree has one extra side which includes building multiple decision trees arbitrarily [30].
Every tree is built by the use of described method. Stage 1 has many training cases Ns
with the number of variablesin the classifier M. Stage 2 as we told a number of m inputs
variables and uses to confirm the decision on a node of tree likewise m could be much
less than M. Stage 3 selects a training set for this tree by selecting n times and by

replacing all N obtainable training cases (for example bootstrap). It uses remaining cases
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to estimate the time of error by forecasting their classes. Step 4 is for every node of the
tree, casudly it selects m variables on which it makes the decision on that node by
calculating the good split based training set on these m variables. Step 5 has every tree
totally grown and not pruned. A unique Data Mining method depends on RF as it was
suggested to describe alike big scale physically stated by Tesfahun, Bhaskari [31]. The
suggested Data Mining design has good efficiency of adjustment among vitality and
correctness. Compared to solo decision tree method, RF runs professionally on wide
datasets with good performance. Hastie [30] RF works as method of suggested Intrusion
Detection structure. RF has a good performance in structuring Intrusion Detection which

is active for it. The benefits and drawbacks of the described methods are shown in below.
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Table 4. Advantages & Drawbacks of Mentioned Methods

noces have the same capabiliny
af detection

-Reduced energy consumption
by transmitting supportvectors
between nodes instead of all
captures cats

approach advantages inconveniences
K-means -Fast and easier to understand. -Sensitve o initialzakion
Giveas best resultwhen data set Lot detacton acoiracy
are distnct
Maive-hayes -Low compuUtation compSrty -Increased communicatan overhead
High detection acouracy required for sending Full data from
comman nedes o custer heads,
-Central point ot fallure as anomalous
detection
izaccomplizhed ondy at duster heads
SV Ma central points of Tailura, all Thera mustbe analfident way ta

select ralevant

features instead of delete one ata
time and rank the impartant one
the biggest imitation of the suppart
vector approach lies inchoice of tha
kernsl

Random Forest

Funs efficently on largs
darabases
-Provides etffective metneds for
estimabing missing data
-High detecton sccuracy and
| oae Falze positive rate,

hiane Deen abseryad to ower fitfor
some datasets with noisy
dazsiicatlonsrearession tasks

e variable importance scores from
randam forest are nat reliable for 2
bypes of data

5. EXPERIMENTAL WORK

A series of experiments were directed to evaluation and simulate every approach in order
to elaborate the effective detecting method of IDS in WSN. Many critical assessments
metrics as Confusion Matrix is used in time to Construct Model, General Classification
Ratio and Memory Usage. KDD Cup 99 Intrusion Detection [32] is used as a dataset by
containing following five stages.
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stagel: | ‘Staged:
Preprocessing Crganizingthe dataset
thedatazet | on 5 principal clisses

- Seages. . Staged:
Defining the numbar Selacting the most
of racords I applicaila

Staged.
Implamentation
i Il:ld resuht

Fig.1. Stages for Dataset Preparation
Stage 1: In this stage all records are organized in proper file format which can be
suitable for simulation environment. Stage 2: In this stage we made classes for al types

of attacksin dataset asit falsinto four basic classes as mentioned in the table.

Table5. Number of Instances

attack Class Humber of Instarce

Mormal 10333
[vis 41748
Prahie 441
it EL

LIZR a2

Stage 3: The main idea of this stage is to mention the records dealing for every class
as shown in Table 5. We consume 70% in training and remaining 30% for testing stage
of each class. Stage 4: Generally characteristic isfineif it isrelated to the idea of class as
well as one of the additional function. Reduction in attributes is a procedure of refining
actual attributes. In the mentioned research, we use decrease function as “CfsSubsetEval”
and “BestFirst” methods are implemented to the dataset of train part for getting the
related features of classification procedure. Every subsection was examined using
association study to classify significant features. The finest reputed calculating
association is the Linear Association Coefficient. For a set of variables (x, y), linear

association coefficient r (x, y) is given below.
nXxy—Lxly
JAEA - ExnEy - Ey

rlx,y) =

The major focus of “CfssubetEval” function is to explore the value of sub sectional
attributes by separating the analytical skills of every element and degree of joblessness
among them. It produces features of subset which are extremely connected with class and

its associations are shown below.
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weairck Hethod;
Besr fizar,
SCarT 2eT! no Arcribuces
Search dairerstapn: Eprward
Hisle gesrch gfter 5§ oode exparsions
ToTal wunhcr of mubaces eealunmod: SO0
Oezat pf best subzet Covnd: Q.50
Artribuce futaet Eealustar  (aupeesiaed, Clesa (womienl)s 43 clags):
CEE Subzzt Iwaluatol
Ineluding Locally predicrive atkcibukes
Szlepred aTceidutes: Z,5,6,1%,17,23,31,32 & 3
prokacol_zyps
are batea
dat_byrca
logged 1n
o file cresbions
colnT
=pe_diff host raka
det_host_couck

Fig.2. Highly Relevant Attribute

Stage 5: In this stage, implementation of every method is done on the dataset.
Following are the results gained by Detection Rate, Confusion Matrix, Execution Time

and Memory Feeding.

6. CONFUSION MATRIX
According to the examination of mentioned methods, study considers Confusion Matrix

mentioned bellow.

Table 6. Result by Confusion Matrix

K-mrean | Naive Bayes ) _

Classified | a b c|le|f Classified a | b le | e t

httack [ | artack

Mormal | 4080 G106 0 0| 37 [Mormal B85 | 150 | 36 | /00 108%

Dt ABDE  312%4 | D | O | SEREE | s 309 | 39189 | 4 1o F230

Uzr a7 Lo 0|0|1 | War ] i} [EFRIE L]

] 38 ] 0|01 | K21 4 | o |8 |82 |3

Prabe | 148 | 151 | 0| 0| 142 Frobe 0| & [0 |15 a1z

S Handom Forest

Classified | a [& c |e |f | classified | a b c [e [F

Allack Artack

Normal 10207 | 15 2 19 |0 Hormal 10230 | O o (3 [0
“hoe 13 41735 0 |a |o [ F] 41745 [0 [0 |1

L2y 1 Lt} 92 (0 |0 U 1 0 2(0 |0

Rzl 14 0 0 |83)|0 "2 E Q 0 B0
Probe |25 |00 [0 [418 |pebe |7 |2 |0 [0 |43
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Fig.3. Result by Confusion Matrix

Results depend upon Dos attacks. Clustering method (K-mean) and Dos (31254) attacks
are observed from actual Dos (41749) attacks with the ratio of 74.86%, anyhow instances
(6106) are detected through Normal class, U2R (55) attacks, R2L (58) and Probe (151)
attacks. NB is a capable to detect Dos (39189) attacks through actual Dos (41749) attacks
with aratio of 93.87%, though instances (150) are detected as Normal attacks and Probe
(5) attacks. SVM detected Dos (41735) attacks from instances (41749) with an average
of 99.96% and Normal class (15) instances. In the end, RF technique is categorized as
Dos (41745) attacks are caught from actual Dos (41749) attacks with 99.99% and Probe
(2) instances.

Reason for classification is to reduce the chances of error recognition of the methods
which are generaly calculated by using the recognition ratio. A general way to achieve
Intrusion Detection is to deploy the classifier to know whether certain network flow is
experiencing an attack or not. We show the classification ratio to dual ways as universal
records classification and general ratio classification. Universal records classification is
the following data that shows every method globally as properly and improperly

classified data archives.
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Table7. Classified Instances

Mpproach Correctly Classified Incorrectly Cassified
Instances | e taivi 5

K-means ARAER 17126

Naive Bayes 4802E A58

SMO 52515 T

Random forest LEhEE 21

Classification of Instance
WML
SO -/‘_’_)"—4.—'
AT
MO0
HIAI

Fig.5. Classified Instances

As exposed in the graph above, it’s noticed that RF has a good number of properly and
correctly detected instances and less number of wrongly identified instances, however it
Is aso noticed the total opposition for Clustering (k-means) method.

Below pictures signify the Classification ratio of every class as Norma shows in blues,
red for Dos, blue for U2R, green for R2L, and Probe is shown in pink. An improved
classification is attained if shown classes are widely separated. According to given
results we conclude RF is better and effective with classification ratio 99.9544% than

other methods.

Py )

. ’ B Conssifaton Rali 91 2472 %
E , demony Comsumplion - 1577 KB
_— Time to Bukt 1113
AT

: B W

¥-Mean Classlcaton Raso: 67 4485 %
Memory Consumpben : 766 KB
Time o Buld 1104 5

. k.l-_:‘F: Classrfaion Rab: 50 5544 %

r -f'L".:_'_
i Memary Consumpion * 1150 KE ¢ .
g : Time fo Buld: TEET & -3
- i F: i SWM: Classifeabion Ravo: 9565360 %
< ] 3 Memary Consumpdon : 7 166 KB

Tme- o Buld 11085

Fig.4. Classified Instances Ratio
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Following is the sequence of variables (Instance number: N, Attribute number: M, Class
number: C, Attribute value: V). The Memory Usage of mentioned methods are compared
to the sensor nodes which we deployed in installments of WSN, MICA2 and Telosb.
MICA2 has 7.37M Hz, 128K B flash memory, RAM 4K B with 433M Hz radio
broadcast. Telosb with 8M Hz processing, 10K B RAM, programming memory 48K B
with 1024K B storage flash. The figure mentioned below shows consumption of memory
and its comparison between the studied methods along with node sensor capability.

Construction Time of the model is mentioned in next picture.

»— Wmaory comnprikl §
#— Mical samor nace —*— Approach|
i Tibtbds breid e

TR e

ory oo
App st

Appraaches (K3 o i Baald mode! {second

Fig.5. Memory Usages & Model Construction Time

As shown in output it’s proved that memory is sufficient to build every method on
Telosh. Mica2 node has to enhance the life of node by applying the basic described
methods and also by noticing the different attacks of categorization ratio. It can be said
that RF method is an effective method of detecting intrusions into WSN. With a high
ratio of 99.9% classification and a suitable memory of 11.63K B is required along with
the construction model time 78.67 s. So due to the supremacy of this Intrusion Detection
method the importance of SVM, NB and k-means can be automatically reduced. In this
term Classification Ratio, Complexity, Memory Usage, Confusion Matrix and Time can
be categorized in the mentioned methods from high to low performance. The
Classification depends on a reasonable feature selection factor of IDS performance,

particularly in WSN.

7. CONCLUSION
The major contest for the field of Intrusion Detection in the wireless environment is to
recognize the attacks along with good precision and by fulfilling the desired level whole

network life is extended. The idea can be achieved by some ways. Initially, give high



M. Khudadad et al. J Fundam Appl Sci. 2018, 10(2S), 173-189 186

devotion to detection methods which are useful for attack recognition with an ability of
effectiveness. Next, rearrange the detection system in distributed arrangement to reduce
the communication burden. This study is to compare and explore the latest Anomaly
Detection methods that are helpful for WSNs to enhance the workings of IDS in wireless
environment. Results show it’s very suggested to include Data Mining methods to
efficiently notice the attacking threads or intrusions into WSN. After all, many concerns
are still in need for more research like Patterns of Hierarchical Clusters, use of Machine
Learning for managing resources of WSN, selection and preprocess a reasonabl e dataset,
reduction in attributes, set a scale to clarify the process of analysis and results that could
create many developments for IDS to fulfill the need of limitations for making WSN
better in reliability and safety.
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