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ABSTRACT

In this paper mathematical modeling method has been used in order to simulating of power

quality events. In regarding to excellent neural network function in classification and pattern

recognition works, multilayer neural network has been used for events classification. The

STFT and Discrete Wavelet Transform are used for feature extraction. Acquired features of

this step are decreased using advance algorithm of feature selection. Then these extracted

features were given to the neural network as input. The simulation results showed that the

classification precision of data caused by the algorithm of feature selection is better in

compare with the precision of total data classification.
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1. INTRODUCTION

The quick expansion of using electrical and sensitive electronical equipment in industry and

house consumptions has transformed power supply with high quality to a critical subject. In

order to providing the power with quality, the first matter is to determine the power quality

events as fast as possible.
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So far for classifying the power quality events researchers have used some methods such as:

three dimensional method [1]. binary matrix method [2], wavelet transform based on method

[3], learning machine method [4], fuzzy laws definition method [5], probable neural network

method [6], and modular neural network method [7] which in the upon method S transform

has been used for feature extraction and also this method has used from modular neural

network.

In all power quality classification methods which have been mentioned, the mathematical

model has been used for simulating of events. Also the number of events which has been

recognized is in domain of 5 or 6 events. Also at the current paper, mathematical model has

been used in order to simulating of events. Mathematical model will provide the possibility

which we can simulate multiple events. In practical, possessing of multiple events will help

that classifier is going to has more power of classification.

There are eight classified events in this paper and in comparison with other papers there are

more separate events in number. After simulating the events, Wavelet Transform and STFT

will be derivate from each signal. After processing the data of upon conversions, these data

will be entered to neural network for classification. In order to gain better precision of

classification we are going to use new feature called Range and wavelet transform energy

which these feature have been extracted from wavelet transform of signals. The block

diagram of Functional steps of neural classifier is showed in figure 1.

Fig.1. Functional steps of neural classifier

2. BACKGROUND STUDY AND LITERATURE REVIEW

This section presents a brief review of considered feature extraction methods includes:

wavelet, variance and feature selection which are used in the proposed method and then

reviews the basic concepts of the feed-forward back propagation neural network.
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2.1. Wavelet Transform

Wavelet Transform is defined as one nonlinear operation used in analysis of non-stationary

signals in order to extract relevant information related to variations in frequency and time

domains. Wavelet is a waveform which has a limited period of time and also possesses

average value of zero. With a simple comparison between wavelet and sinusoidal waveform

which Fourier transform is based on this, we can declare that sinusoidal waveform does not

have any limited period of time and also this is a smooth waveform on the other hand wavelet

has a limited period of time and can be existed in non-concurrent shape [8].

Wavelet transform is consisted of breaking a signal into scaled and shifted forms from mother

wavelet. With a simple survey to the sinusoidal waveform and wavelet signal we will be able

to see that for simulating a signal with quick changes, using a non-concurrent wavelet is better

than a sinusoidal smooth waveform. The Discrete Wavelet Transform is defined as:
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where, s(t) represents a signal which the wavelet transform will be taken from and )(t is

the mother wavelet and also:
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where j is the level of signal decomposition and k shows the time separately. c(a,b) is actually

a coefficient which is going to show the level of similarity of transferred scaled mother

wavelet with main signal. At any level of wavelet transform, Aj and Dj coefficients will be

produced according to the following equations:
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Where Aj is an approximation of main signal and Dj shows the detail of signal.

One of the most fundamental matter in wavelet transform is to choose the mother wavelet.

One kind of wavelets is Daubechies wavelet which has ten models. Other mother wavelets are
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Meyer, haar and Morlet. At the figure 2 you can see two kinds of different wavelets [8].

ba

Fig.2. (a) Morlet wavelet, (b) Meyer wavelet

In this conversion there are two low and high pass filters which each of wavelets has its own

special filter. For calculating the wavelet transform, regarding to the level of signal

decomposition; we are going to use the detail of all decomposition level with signal

approximation at the last level which this procedure will be seen in the following figure.

According to the figure 3 for a signal which has been analyzed for three levels, the energy

which is belong to CD1, CD2, CD3, CA3 will be obtained by the following energy equation:

(6)][2 nSE
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

The energy which has been calculated by this method will be given to neural network as a

feature.

Fig.3. Wavelet decomposition tree with three levels of approximation and details coefficients
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2.2. Variance

Variance is one of the statistical tools that we are going to use it for determining the scale of

data dispersal. The following equation is used for calculating of variance in a vector with N

samples:
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where x is the average of data and defined as :

(8)



N

i
ix

N
x

1

1

2.3. Feature Selection

For feature selection there are two methods called sequential forward selection and sequential

backward selection. At sequential forward method first we select an empty matrix then we add

the features to that one by one and we keep doing this until more increase of features will

have no effect on regression increase. The linear equation of regression is:
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In this equation, the inputs and fixed coefficients are used for y approximation. The procedure

of sequential forward selection method is showed in figure 4.

Fig.4. SFS Flowchart

In this paper in order to select the features, the sequential forward selection method has been

used.
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2.4. Neural Network

Back propagation network is a multilayer network with non-linear shift function which uses

from a widrow-hoff rule. We use input vector and target vector for approximation of function

and recognition of equation between input and output [8], [9].

Feed forward networks often have one or some hidden layer which include neurons with

sigmoid shift function and use from a linear output layer. In these networks each of neurons

are connected with the next layer by weights that these weights will be updated by two

methods. In the first method by applying any new input, weights will be updated and at the

second method inputs will be applied all together and weights are going to be regulated only

once. In the figure 5 feed forward neural network construction will be seen with a hidden

layer. The feed forward network can be used in order to approximation of functions, pattern

recognition or pattern classification.

Fig.5. Feed forward neural network construction

A repetition of this algorithm is as the following equation:

(10)KKKK gXX 1

Where XK is the current vector of weights of biases, gK is current slope and k is the learning

speed.

3. THE PROPOSED SYSTEM

In this section the proposed method that used in this paper are described in continues.

3.1. Events Simulation
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In this paper for events simulation’ the mathematical equations are used [10]. The simulation

of mathematical equation has been done by MATLAB. At the current paper 8 events includes:

impulse, transient, flicker, harmonic, voltage sag, voltage swell, voltage notch and interrupt

have been surveyed and classified. For the proper cover of events which may occur at any

second with any domain in the power systems, 300 samples have been produced with

different domain and phases for each of events which this work matters very much in the

classification universality. Events have been simulated in 10 periods of alternation which

every period includes 64 sampled points and maximally we possess 300*640 matrix for each

of events. Sampling frequency of signals is 3.2 kHz. This frequency is selected regarding to

Shannon sampling theory. This theory expresses that the sampling frequency should be at

least two times bigger than the biggest existing frequency in signals.

3.2. Features Extraction

In the classification procedure, using the features which will produce the best result with the

least calculation work is so important. In this step we use to conversions called STFT and

Discrete Wavelet Transform in order to features extraction. In figure 6, we used a sample of

simulated signals at MATLAB perimeter in order to applying wavelet transforms and STFT.

Relevant differences to the wavelet transform of events, will allow using this transform for the

events classification.

a: Flicker waveform b: Harmonic waveform
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c: Impulse waveform d: Interrupt waveform

e: Notch waveform f: Sag waveform

G: Swell waveform h: Transient waveform

Fig.6. Power quality events

In figures 7 and 8, wavelet transform and STFT transform regarding to PQ events have been

shown. As you can see in the figure7, wavelet transform will show initial and end time of an

event so well. This wavelet transform feature is so important in classification work. In

Discrete Wavelet Transform, db4 wavelet has been used as mother wavelet. The primary

reason of selecting the wavelet transform for features extraction is that. This conversion will

show the initial and end location of severe frequency changes which means the initial and

sequel point of a power quality event so well.
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A: Flicker wavelet transform B: Harmonic wavelet transform

C: Impulse wavelet transform D: Interrupt wavelet transform

E:Notch wavelet transform F:Sag wavelet transform

G: Swell wavelet transform H: Transient wavelet transform
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Fig.7. Wavelet transform for PQ events

A: Flicker STFT transform B: Harmonic STFT transform

C: Impulse STFT transform D:Interrupt STFT transform
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E: Notch STFT transform F: Sag STFT transform

G: Swell STFT transform H: Transient STFT transform

Fig.8. STFT for PQ events

The selection’s reason of db4 wavelet as the mother wavelet is that, use generality from this

wavelet and its good performance in classification of power quality events. We have Separate

Fourier transform as:
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Where, v[i] shows input signal (i=0, 1, 2… L-1); L is input signal length and N is the plurality

of samples in a time window. We use n in order to show the number of alternation. In figure 8,

Contour diagram in MATLAB has been used in order to representing STFT transform.

Extracted features for classification are defined as:
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Where, wcn is the wavelet coefficients regarding to a period and wcs is one array of wcn[k]

which k=1, 2… Le and Le is the length of wcn.

The terms n
rmsv and s

missv are defined as follow: 1210],[  ,...L,, iiVV miss
s

miss , is the signal’s

length. In these equations j shows the signal analysis level and a shows the matrix length of

wavelet coefficients.
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Where vs
rms is an array which has been formed from vn

rms elements, which n will be varied

from 1 to 10.

n
rmsv is defined as:
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Range is a new feature which has not used in other papers. This feature will provide the range

of wavelet coefficients changes which is relevant to each signal. The relevant equation of this
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feature is defined in equation 18. Figure 9 shows the difference of Range feature for transient

and impulse event.

BA

Fig. 9. Range feature in (A) transient (B) impulse

Since in power quality recognition operation, recognition’s speed is so important beside

precision, Range feature will cause the increase of recognition’s speed with less calculation

work in comparison with other features.

3.3. Classification by Neural Network

After extracting the desired features, first process operation will be conducted on these data

in two steps. In the first step, we omit the lines which have fixed quantities and at the second

step we substitute initial data with their differences with their variance. Initial process cause

that the applied data to the neural network will have a standard range.
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Fig.10. Data transformation

As we can see at figure 10, first we will transform A matrix to B matrix by a transform. In this

transform we have:

(22)ijiji ab  ,,
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Whrer σi is variance of Ith row.

After this step we will do the feature selection by sequential forward method. Implementation

of feature selection will cause the decrease of inputs to neural network which this is going to

decrease the calculation time considerably and it causes the increase of recognition speed. By

using this method, we decrease features from 56 instances to 32 features. These features will

be given to the neural network as input which this is a 32*2400 matrix that shows, 300

samples (300*8) have been provided from each event. We need an aim matrix in order to

instruct the neural network, regarding to having 8 events for classification, also this is an

8*2400 matrix. Neural network which performs classification work, is a multilayer network

with 2 hidden layers and an output layer. In first layer TANSIG function, at second layer

LOGSIG function and at the output layer PURELIN function have been used. For achieving

the number of proper layers, we used test and fault method as it gives the best output from the

point of classification precision. After the neural network instruction and achieving the

desired result, we compared the classification result with the mode which data have been

given to the neural network directly. For the neural network training, 270 instructional

samples and 15 samples for the test have been used; also 15 remaining samples have been

used for the validation. We use from the random selection method in order to create each of

sample groups.

4. RESULTS

We gave data produced by mathematical modeling to the neural network after initial process

and proper feature selection which you can see events classification results in table 2. On the

condition for classification, we use data which the feature selection has not been performed on

them, classification precision will reach to 98.25 percent. Classification precision of selected

data by the feature selection method is 99.17 percent which this possesses suitable precision

in comparison with similar researches. After surveying the effect of features selection on the

increase of neural network precision, now it’s time to compare the achieved results of neural

network classification with other methods. Based on table 2 the least of classification

precision is for interrupt and after that voltage sag and this is for appearance similarity of
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these two events.

Table 1. The results produced by synthetic data classification using neural network

impulse interrupt swell sag notch transient harmonic flicker accuracy%

impulse 300 0 0 0 0 0 0 0 100

interrupt 0 300 0 16 0 0 0 0 94.67

swell 0 0 300 0 0 0 0 0 100

sag 0 4 0 296 0 0 0 0 98.67

notch 0 0 0 0 300 0 0 0 100

transient 0 0 0 0 0 300 0 0 100

harmonic 0 0 0 0 0 0 300 0 100

flicker 0 0 0 0 0 0 0 300 100

overall 99.17

4.1. Results’ Comparison

In Table 2 you can see results’ comparison produced by events classification after features

selection with unprocessed. In this paper based on conducted studies we tried regarding to

incidents which is going to occur on the real power network, performed simulation and

classification would be closer to reality.



Z. Raisi et al. J Fundam Appl Sci. 2016, 8(2S), 970-987 985

Table 2. Result’s comparison of 2 data models

Results of selective data% Results of unprocessed data%

impulse 100 93.67

interrupt 94.67 96.33

swell 100 99.33

sag 98.67 97

notch 100 100

transient 100 99.67

harmonic 100 100

flicker 100 100

overall 99.17 98.25

In table 3 the results of this paper with similar works have been compared while the number

of classified data in this paper is more than other works.

Table 3. Results’ comparison of paper with similar works

Paper results Ref. [6] Ref. [7] Ref. [10]

impulse 100  -  - 95

interrupt 94.67 100  - 100

swell 100 98 98 100

sag 98.67 100 98 100

notch 100  -  - 100

transient 100  - 73 98.5

harmonic 100 98 100 97.5

flicker 100 100 100 97

Overall 99.17  - 96.29 98.5
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Regarding to the performed comparison, you can see that achieved results of this paper have

higher precision in comparison with similar methods. The results of this table have been

achieved by data classification produced by mathematical model. Since in paper [6], also

some of Synthetic events have been classified; we skipped bringing total precision word.

5. CONCLUSION

Achieved results show that neural network of this paper possesses high precision in

comparison with similar works. For the improvement of classification results, we can use

from other algorithms which exist for the feature selection as the classification precision will

be increased. One of the feature selection methods is sequential backward method which the

features selection can be done by this method.
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