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ABSTRACT: Heart disease is among the leading causes of mortality worldwide. As a result, it’s critical to 

diagnose patients appropriately and promptly. Consequently, the objective of this paper was to predict heart 
diseases using selective machine learning algorithms.  The leverage technique was evaluated using the Cleveland 

heart disease dataset. In this study five classifiers were trained and tested with the unsmooth Cleveland dataset and 

the smooth Cleveland dataset. The results obtained showed all the classifiers performed better when tested with the 
smooth dataset with an accuracy of 98.11% than when tested with the unsmooth dataset with an accuracy of 

89.71% The leverage technique performed better than works found in literature reviewed. These results show that 

feature engineering using data smoothing is effective for improved heart disease prediction.  
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Heart disease is among the leading causes of 

mortality worldwide (Sharma et al., 2020). Any 

problem that affects the heart’s ability to function 

normally is referred to as heart disease (Zhenya and 

Zhang, 2021). In heart disease, the heart generally 

fails to deliver enough blood to other regions of the 

body to allow them to operate normally. The 

narrowing and occlusion of coronary arteries causes 

heart failure (Muhammad et al., 2020). Every year, 

an estimated 17 million individuals die from 

cardiovascular diseases, such as heart attacks and 

strokes, accounting for 31% of all fatalities 

worldwide (Dutta et al., 2019). Heart disease is 

caused by a variety of variables, including personal 

and professional behaviors, as well as hereditary 

predisposition (Dutta et al., 2019). Heart disease care 

and treatment is highly challenging, especially in 

poor nations, due to a lack of diagnostic instruments, 

physicians, and other resources, impairing 

appropriate prediction and treatment of cardiac 

patients (Pattnaik et al., 2021; Sharma et al., 2020). 

With these worries about cost and time, computer 

technology and machine learning approaches have 

recently been employed to produce software to assist 

clinicians in making preliminary decisions about 

heart disease (Muhammad, 2020).  In line with this 

recent technology usage many academic and 

scientific researchers have worked on heart disease 

prediction using data mining models, however these 

researches have not paid much attention on the heart 

disease data attributes this is because much attention 

is paid to the classification models. Nevertheless, the 

performance of a classification model is dependent 

on the quality of features or attributes it is trained and 

tested on. A popular dataset used for heart disease 

prediction is the Cleveland heart disease dataset. 

Prediction using the Cleveland heart disease dataset 

has yielded low performance with accuracies ranging 
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from 76% to 89% for majority of the studies (Miao 

and Miao, 2018; Nandhini et al., 2018) and 90% − 

92% for few studies (Ali et al., 2019). This low 

performance is because most of these studies focused 

on the classification without focusing on the feature 

set. Feature engineering has been identified by Uddin 

et al. (2018) to improve the quality of features which 

in turn improve classification model performance. 

Hence this research leverages a feature engineering 

method using the weighted moving average data 

smoothing technique to remove noise and capture 

important patterns in the dataset.  Using the data 

mining tools Orange and Weka, Kodati and 

Vivekanandam (2018) investigated heart disease. In 

the Weka and Orange tools, Naive Bayes (NB), 

Random Forest (RF), Support Vector Machine 

(SVM), and K-Nearest Neighbor (KNN) classifiers 

were utilized for prediction. The models were also 

trained and tested using the Cleveland data set. Each 

of the data mining tools provided different prediction 

results for each classifier. However, the support 

vector machine produced the highest recall and 

precision of 83.7% and 84% respectively using the 

Weka tool. A drawback of this study is that the model 

accuracy was not measured which is critical for 

determining the system’s performance. Hussein 

(2021) also performed heart disease prediction using 

Weka data mining tool. In this study two algorithms 

namely decision tree J84 and Nave Bayesian were 

analyzed and compared for heart disease prediction. 

The performance evaluation of the two algorithms 

were carried out using the Cleveland dataset from 

UCI repository. Before classification the dataset was 

preprocessed to remove missing data, and to remove 

outliers. Feature selection was also performed. Nave 

Bayes and J48 classier produced an accuracy of 

83.70% and 76.66% respectively. This low 

performance could be as a result of important 

features been removed as outliers, or as a result of 

selecting features that are not optimal. Consequently, 

the objective of this paper was to predict heart 

diseases using selective machine learning algorithms. 

 

MATERIALS AND METHODS  

The processes involved in diagnosis of heart disease 

starts with dataset (Figure 1) followed by feature 

engineering. Under feature engineering is the data 

imputation and data smoothing. The data imputation 

come before the data smoothing. The imputed dataset 

is sent directly to the classifier for prediction and the 

smooth dataset is also feed to the same classifier for 

prediction.  

 

 Classification was done using five classifiers and the 

performance of each of these classifiers was 

evaluated.  

Dataset: The Cleveland heart disease data set was 

used in this investigation. The data set can be found 

via the UCI machine learning repository and the UCI 

Kaggle repository, both of which are open to the 

public (Janosi et al., 2018). The Cleveland dataset 

consist of 303 instances. Each instance has distinct 13 

attributes along with its target labels. The dataset is 

composed of two classes which are: present (1) or 

absent (0) of heart disease.  

 

Data Imputation: The process of replacing missing 

data with statistical approximations of the missing 

values is known as data imputation. In this paper the 

Nearest Neighbor (NN) technique was used to carry 

out the imputation. NN imputation is a method for 

imputing a new observation by locating the 

observations in the training set that are nearest to it 

and averaging them to fill in the value (Beretta and 

Santaniello, 2016). The outcomes of NN algorithms, 

are dependent on the distance metrics used. The 

Minkowski distance was utilized as the distance 

metric in this study. The Minkowski distance of order 

b between two points X = (x1,x2,...,xn) and Y = 

(y1,y2,...,yn) is given in Equation 1 (Merigo, 2012; 

Olakoslu, 2020).  

 

   (   )  (∑ 

 

   

      
 )

 
 

  ( ) 

The benefits of utilizing NN imputation are its ease of 

implementation and speed in acquiring a complete 

data set (Kim et al., 2019).  

 

Data Smoothing: After performing data imputation 

on the dataset, the next preprocessing step was data 

smoothing. Data smoothing refers to a statistical 

approach of eliminating noise or outliers from 

datasets to make the patterns more noticeable 

(Adebola and Timothy, 2017). Data smoothing is 

known to allow the important patterns of data to 

stand out. In this study the weighted moving average 

technique was using for data smoothing.  

 

Moving Average Smoothing Technique: Moving 

averages are used to examine data points by 

calculating the averages of various subsets of the 

entire data set (Adebola and Timothy, 2017; Shastri 

et al., 2018). A moving average is a sort of finite 

impulse response filter. Given a sequence of values 

and a fixed subset size, the first component of the 

moving average is generated by taking the mean of 

the initial fixed subset of the number series. The 

subset is then changed by shifting ahead that is, 

removing the first number in the sequence and adding 

the next value to the subset. The weighted moving 

average approach was used in this study.  
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Fig. 1: Block diagram of all the processes involved in diagnosis of heart disease.  

 

The weighted moving average is an average that uses 

multiplying parameters to give data at different points 

in the sample window distinct weights (Ekhosuehi, 

2016). The weighted moving average formula is 

expressed in Equation 2.  

  
∑       
 
   

∑   
 
   

     ( ) 

 

Where M denotes the average value, V denotes the 

actual value, W denotes the weighting parameter, and 

n is the number of periods in the weighting group.  

 

Data Classification: Machine learning capability lies 

in its ability to generalize by correctly classifying 

unknown information based on models developed 

using the training dataset (England, 2016).  

 

Support Vector Machine (SVM), Decision Tree 

(DT), Naive Bayes (NB), K-Nearest Neighbor 

(KNN) and Discriminate Analysis were among the 

machine learning classification models utilized for 

training and testing. Patients were divided into two 

groups in this study: those who had no heart disease 

(0) and those who had heart disease (1).  

 

Support Vector Machine (SVM): SVM is based on the 

structural risk minimization principle, which allows it 

to compress an array of raw data into a support vector 

set and learn how to achieve a classification decision 

function (Cao et al., 2020).  

 

The decision function of the SVM in the input space 

is expressed in Equation 3.  

   ( )      (∑    

 

   

 (    )   )   ( )   

 

K-Nearest Neighbor (KNN): In KNN an item is 

classified based on its distance from its neighbors, 

and it is allocated to the most common class of its k 

closest neighbors (Kataria and Singh, 2013). The 

Euclidean distance is used to calculate the linear 

distance between two points in KNN technique 

(Greene and Cunningham, 2008). If two vectors x(i) 

and xj are given where    (             ) and 

    (             ), Then the Euclidean distance 

between xi and xj is given in Equation 4:  

  (     )   √∑(       )
 

 

   

    ( ) 

 

Naive Bayes (NB): The NB model is a probabilistic 

learning technique based on the Bayes theorem and 

the assumption of great feature independence. 

Learning with NB classifiers involves a large number 

of linear parameters in the number of problem 

functions (Chen and Fu, 2018). The Bayes theorem 

offers a way to calculate the posterior probability 

 (   ) from  ( ),  ( ) and  (   ) NB. Equations 

5 and 6 presents the equation for posterior probability 

 (   ).  
 

 (   )   
 (   )    ( )
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Decision Tree: The decision tree employs a tree-like 

structure to progress from observations about an item  

(represented by the branches) to inferences about the 

item’s target value (defined in the leaves) (Alsagheer 

et al., 2017). Entropy is a popular techniques used in 

determining which attribute to position at the root or 

the different levels of the tree (Rokach and Maimon, 

2005). Entropy is a measure of randomness in 

processed information (Bhanushali et al., 2015; Li 

and Song, 2007). In Equation 7, entropy for a single 

attribute is expressed.  

 

 ( )  ∑       

 

   

      ( ) 

 

Where S represents the present state, pi is the 

probability of an event i of state S.  

 

Discriminant Analysis: Discriminate analysis is a 

multivariate statistical method for producing a model 

for predicting group membership. Centered on a 

linear combination of predictive variables, the model 

includes discriminating functions that arise to provide 

the best group segregation.  

 

These functions are based on a survey of available 

group memberships (Büyüköztürk and Çokluk 

Bökeoğlu, 2008). Discriminate analysis is enabled 

when continuous quantities are measured on 

independent variables for each calculation (Ghojogh 

and Crowley, 2019).  

 

Performance Metric: Accuracy: This is the number of 

correct guesses divided by the total number of right 

forecasts. The exact formula is given in Equation 8:  

 

Accuracy = 
                             

                                                               
   ( ) 

 

Precision: Precision is a metric used to calculate how 

many positive predictions are accurately made. The 

formula in equation is used to dene precision 9:  

 

         

  
               

                              
  ( ) 

 

Recall: The amount of correct positive predictions 

that could have been made from all positive 

predictions is calculated by recall. The recall is 

calculated using the formula in equation 10.  

 

      

  
               

                              
  (  ) 

 

 F-Score: The f-score of a model is defined as the 

harmonic average of recall and precision. F-Score is 

represented in equation 11.  

 

          
                

                   
  (  ) 

 

RESULTS AND DISCUSSION 
This section presents the results obtained using the 

unsmooth and smooth Cleveland dataset. These 

unsmooth and smooth datasets were feed as input to 

five classification models: SVM, DA, DT, K-NN and 

NB for heart disease prediction task.   

 

 
Fig. 2: Classification of the unsmoothed Cleveland dataset 

classification results 

 

In terms of accuracy, precision, recall and f-score 

SVM and DA performed better than the other 

classifiers based on the results in Figure 1. After the 

SVM and DA with an accuracy of 89.71 % each, the 

next classifier in performance is the DT with an 

accuracy of 88.24%, followed by Nave Bayes with an 

accuracy of 86.76%. KNN had the least performance 

with an accuracy of 67.65%.   

 

From the results shown in Figure 2 SVM achieved 

the best performance with an accuracy of 9811%., 

precision, of 100%, recall of 96.43% and F-score of 

98.18% each. NB achieved the second best 

performance after the SVM is DA with an accuracy 

of 97.53%, precision of 100 %, recall of 96.43% and 

f-score of 98.18%. DT got accuracy of 89.71, 

0 50 100

SVM

DA

DT

NB

KNN

F-Score (%) Recall
Precision Accuracy
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precision of 88.9%, recall of 85.71%, F-score of 

87.27%, NB achieved accuracy 97.94%, precision of 

96.3%, Recall of 96.3%, F-score of 74.58%. KNN 

attained the least performance in comparison with the 

other four classifiers. KNN achieved an accuracy of 

77.94%, precision of 81.48%, recall of 68.75% and f-

score of 74.58% which is lower than the values 

obtained by DA, DT, SVM and NB.  

 

 
Fig. 3: Classification results using the Cleveland 

smooth preprocessed dataset   

 
Table 1: Comparison of proposed system with related works 

Algorithm Dataset Accuracy 

(%) 

Hybrid Technique (Tarawneh and 

O. Embarak, 2019)  

Cleveland  89.3 

Random Forest (Pal and Parija, 
2021)  

Cleveland  86.9 

SVM (Ware et al., 2020)  Cleveland  86.07 

Feature Selection + NB (Hussein, 
2021)  

Cleveland  83.7 

SVM (Kodati and Vivekanandam, 

2018)  

Cleveland  83.7 

Ensemble Classier (Latha and 

Jeeva, 2019)  

Cleveland  85.48 

Random Forest (Pattnaik et al., 

2021)  

Cleveland  90.16 

Data Smoothing + SVM  Cleveland  98.11 

 

The data in Figure 3 show that data smoothing 

improved the performance of all the classifiers. For 

instance, the performance of SVM and DA were 

increased by 8.82% when tested with the smooth 

preprocessed dataset. DT improved in performance 

by 1.47% when tested with the smooth preprocessed 

dataset. NB improved in accuracy by 10.3% when 

tested with the smooth preprocessed dataset and 

KNN improved in performance by 10.29% when 

tested with the smooth preprocessed dataset. Table 1 

is a comparison of the leverage Data smoothing 

+SVM with works found in literature reviewed on 

heart disease prediction using the Cleveland dataset.  

 

Looking at the values of the performance measures in 

Table 3 the leverage technique achieved the highest 

accuracy of 98.11% than related works based on the 

Cleveland dataset. Hence the leverage technique 

performed better than previous works that used the 

Cleveland dataset for heart disease prediction. The 

results of the leverage technique is highlighted in 

bold. From the results shown in Table 1, 2, and 3 it 

can be seen that the data smoothing technique 

improved the dataset by filter noise and making 

important patterns to stand out which in turn 

improved the performance of all the classification 

models.  

 

Conclusion: This study used the weighted moving 

average technique to smooth and improve the 

Cleveland features by removing noise from the 

dataset to render the patterns more visible. For future 

work additional data smoothing techniques such as 

random walk, exponential moving average, and 

simple exponential can be used. More heart disease 

dataset can be used to evaluate leverage technique. 
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