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Abstract 
 

Heating value (HHV) is an essential parameter for evaluating natural gas quality. The existence of supervised machine learning 

models is therefore necessary for HHV prediction to ensure the eco-friendly and efficient utilisation of natural gas. This study 

aims to develop machine learning models based on the gas composition to accurately predict the HHV of natural gas. Three 

predictive models namely; decision tree, AdaBoost, and XGBoost models were used in the evaluation. Data samples from 

Jubilee, TEN, and SGN fields in Ghana were used. The study considered 721 data sets and the performance of each model was 

evaluated using R2, RMSE, and MAE. Results obtained highlighted XGBoost model performs better than the other models. 

This was backed with an R2 value of 92.9 % and RMSE and MAE error values of 2.002 and 1.195 respectively. 
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1 Introduction 

The heating value of natural gas plays a crucial role 

in determining its quality and suitability for various 

applications (Kale, 2022; Kale et al., 2022; Nieto et 

al., 2019; Samadi et al., 2021). Globally, this source 

of energy from natural gas is extensively used for 

power generation and heating purposes in homes 

and several industrial applications. However, prior 

to the use of natural gas, its heating value must be 

well estimated to ensure the amount of heat needed 

for the specific intended application (Afolabi et al., 

2022). To determine the HHV of natural gas, three 

methods are used; direct, indirect, and inferential.   

 

The direct method involves the combustion and 

measurement of energy released from gas samples 

in a bomb calorimeter (Ulbig and Hoburg, 2002). 

The measurements based on composition and 

quantity of oxygen utilised during combustion are 

the inferential and indirect methods respectively. 

Distinctly, these methods are reported to be 

challenged with issues of incomplete combustion as 

a result of catalyst poisoning, cooling effects, and 

apparatus imprecision, cost-intensive, and time-

consuming (Afolabi et al., 2022). The efficient 

utilisation of natural gas primarily depends on the 

precise prediction of its heating value (Afolabi et al., 

2022).  

 

In recent years, the use of supervised machine 

learning (ML) models for predicting the heating 

value of solid, liquid, and gaseous fuels has gained 

significant attention, owing to their ability to 

identify data patterns and provide accurate 

predictions. In a study by Açıkkar and Sivrikaya 

(2018), the heating value of coal was predicted 

based on the proximate analysis using an artificial 

neural network (ANN) model, and the generalisation 

of the model was found to be excellent. Also, the use 

of ANN outperforms multiple regression analysis 

models in the prediction of natural gas heating value. 

Similarly, Büyükkanber et al. (2023)  predicted the 

heating value of coal using Random Forest (RF) and 

Artificial Neural Network (ANN) ML models. They 

confirmed that RF and ANN methods provide a 

satisfactory prediction of coal heating value. Xing et 

al. (2019) proved that machine learning models such 

as ANN, SVM, and RF perform better than 

empirical correlations for the prediction of biomass 

HHV, with RF showing the best prediction 

efficiency. Elmaz et al. (2020) reported that a 

polynomial regression-based machine learning 

algorithm could predict HHV of materials than 

linear regression, decision tree regression, and 

support vector regression. Li et al. (2021) used 

artificial neural networks and support vector 

machines, to develop a hybrid AI model to predict 

the heating value of natural gas by employing a 

dataset comprising 619 natural gas samples obtained 

from China. Propitiously, the heating value of 

natural gas was predicted using support vector 

machines, with a dataset of 1800 natural gas samples 

extracted from the Jilin oilfield. From all the studies 

(Broni-Bediako et al., 2023; Taki and Rohani, 2022; 

Yaka et al., 2022), very few machine learning 

methods have been applied for the prediction of 

natural gas heating value. 

 

Considering the existing literature on the use of ML 

methods for fuel heating value prediction, the results 

are relatively good, however, there are issues of low 

model prediction accuracies. Hence, studying the 

prediction efficiency of different machine learning 
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models that are reliable and stable is needed. Also, 

critical aspects of the existing models’ poor 

performances are related to their inability to handle 

small data sets. To deal with these challenges, it's 

best to develop new heating values predictive 

models based on different ML models that are 

capable of optimising well with fewer data sets and 

yielding low overfitting. Therefore, in this present 

study, the prediction of the heating value of natural 

gas was modeled by using three machine learning 

tools namely Adaboost, XGboost, and decision tree 

models. These machine learning tools were selected 

for their ability to minimise predictions overfitting 

and cope with small data sets. The models in this 

work are very useful to simply predict the heating 

value of natural gas in the gas industry. 

 

2 Resources and Methods Used  
 

2.1 Data 

 

The comingled gas data used in the study was 

obtained from Ghana National Gas Company 

(GNGC), specifically from the Jubilee, TEN, and 

SGN fields. A total of 750 datasets were used and 

first subjected to treatment. The data was treated by 

checking their correlation matrix detection of 

collinearity and removal of outliers.  

 

The data obtained consisted of the natural gas 

heating value (HHV), which is the output variable. 

The natural gas composition was used as the input 

variable. Three natural gas compositions were 

selected for the model development due to their 

minimal contribution to collinearity. The HHV, 

nitrogen (N2), propane (C3), normal butane (n-C4), 

and normal pentane (n-C5) compositions were used 

to develop the models in this work. Table 1 and 

Figure 1 show the basic statistics of the data used.  

 
Fig. 1. Distribution and descriptive statistics of 

the data used for the model development  

 

2.2 Methods  

2.2.1 Decision Tree 

Decision tree learning is a process of building trees 

from a dataset for classification (categorical output) 

or regression (continuous value output) tasks 

(Ahmadi and Chen, 2019; Öğrenmesi et al., 2020). 

A root node, branches, internal nodes, and leaf nodes 

make up its hierarchical tree structure. A decision 

tree starts with a root node that does not have 

branches. The incoming branches from the root node 

feed the internal nodes; the decision nodes. 

Assessment of these nodes is done based on the 

given attributes to create homogeneous subsets, 

which are denoted by leaf nodes. Leaf nodes reflect 

all potential outcomes. The findings of the decision 

rule to generate the branches or segments beneath 

the root node are based on a technique that extracts 

the relationship between the target variable in the 

data and the input variables. 

 

Table 1. Range of Data Used in This Study 

Data Type Mean Minimum Maximum 

HHV(Btu/scf) 1128.50 1104.12 1142.13 

N2 (%) 0.4219 0.33 0.55 

C3 (%) 3.1554 2.32 3.71 

n-C4 (%) 0.6524 0.52 0.78 

n-C5 (%) 0.0922 0.06 0.1218 

 

2.2.2 AdaBoost 

AdaBoost is an ensemble learning machine learning 

algorithm used for regression, though it also has 

potential for classification problems (Gavrishchaka 

et al., 2018). AdaBoost uses both strong and weak 

learning methods for effective predictions. It 

belongs to the boosting algorithms and operates on 

the principles of increasing the sample weight of 

previous base classifiers that have poor 

convergence.  

2.2.3 Extreme Gradient Boost (XGBoost) 

The XGBoost is an upgraded version of the gradient 

boosting algorithm. This model is also used for both 

regression and classification problems and operates 

based on scalable machine learning algorithm 



                                     

 190      

 
                                    GMJ  Vol. 24, No. 1, June, 2024 

techniques. The predictive performance of XGBoost 

is enhanced by the sequential training of an 

ensemble of decision trees. In this study, Extreme 

Gradient Boosting (XGBoost) is one of the types of 

boosting algorithms that were used to predict the 

heating value of natural gas (Acharya and Bahadur, 

2021; Nwachukwu et al., 2018). 

 

2.2.4 Model Development 

The models considered in this work are the Decision 

Tree, Adaptive Boosting (AdaBoost), and Extreme 

Gradient Boosting (XGBoost). After selecting the 

models developed using Jupyter Notebook software. 

The model prediction process was initiated by the 

selection of input and output variables from the 

collected natural gas data. The HHV was assigned 

as the output values while N2, C3, n-C4, and nC5 were 

used as input values.  

 

The scaling feature used is normalisation which 

involves the scaling down of dataset values within a 

fixed range. This feature enhances the fairness of the 

training by preventing inputs with higher values 

from kicking out inputs with lower values. The 

dataset was normalised to (0,1) interval. The 

equation for normalisation is shown in Equation 1 

(Bavoh et al., 2023). 

 

𝑋 =  
𝑋𝑎𝑐𝑡𝑢𝑎𝑙  

−𝑋𝑚𝑖𝑛  
 

𝑋𝑚𝑎𝑥  −𝑋𝑚𝑖𝑛  

                         (1) 

where X is the normalised value, Xactual is the actual 

feature value, Xmin is the minimum value of the 

feature and Xmas is the maximum value feature. 

 

2.2.5 Model Training and Performance 

Evaluation 

In this work, the HHV of natural gas was predicted 

using three algorithms (AdaBoost, XGBoost, and 

decision tree models) based on the percentage 

composition of the gas. The dataset consisted of 750, 

which was later reduced to 721 after preprocessing 

and outliers exclusion. A total of 505 (70%) samples 

were used for training and 216 (30%) samples were 

reserved for performance testing of all the developed 

models.  

 

Each algorithm was fitted on the baseline model to 

perform a repeated evaluation of the training data to 

fully comprehend its properties, identify 

relationships within the dataset, and fine-tune itself 

for good model development. With each algorithm, 

multiple weak learners were sequentially trained, 

with each learner focusing on the mistakes made by 

the previous ones. The performance of each was 

improved by systematically selecting and tuning 

their hyperparameters.  

 

The Decision Tress model parameters used for 

training and predictions in this work consist of 

binary trees with at least 10 instances in leaves and 

5 instances in internal nodes at a maximum depth of 

30. 

 

An optimal hyperparameters of 100 trees, a tree 

depth of 6, and a learning rate of 0.3 were used for 

the Extreme Gradient Boost model. While 50 

estimators, 1.0 learning rate, and a square loss 

function were used for the training and prediction of 

the AdaBosst model.  

 

The developed models from the training were 

examined on the testing data which acts as unseen 

data to evaluate the generalisation of the developed 

models’ abilities in predicting the heating value of 

the gas. The evaluation was conducted during the 

training, and the testing stages for each model were 

developed using the Root Mean Square Error 

(RMSE), Mean Absolute Error (MAE), and 

coefficient of determination (R2). The equation used 

to estimate the RMSE, MAE, and R2 in this study 

are shown in Eq.s (2) to (4) (Bavoh et al., 2023). 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝐻𝐻𝑉𝑒𝑥𝑝 − 𝐻𝐻𝑉𝑝𝑟𝑒)

2𝑛
1   (2) 

 

𝑀𝐴𝐸 =
1

𝑛
∑ |𝐻𝐻𝑉𝑒𝑥𝑝 − 𝐻𝐻𝑉𝑝𝑟𝑒|𝑛

1    (3) 

 

𝑅2 = 1 −
∑ (𝐻𝐻𝑉𝑒𝑥𝑝−𝐻𝐻𝑉𝑝𝑟𝑒)

2𝑛
1

∑ (𝐻𝐻𝑉𝑒𝑥𝑝−𝐻𝐻𝑉𝑚𝑒𝑎𝑛)
2𝑛

1

   (4) 

 

where HHVexp, HHVpre, and HHVmean are the 

experimental, predicted, and mean natural gas 

heating values. n is the number of data samples. 

 

3 Results and Discussion 

3.1 Decision Tree Model 

In this study, a decision tree model was developed, 

and dataset training and testing were evaluated. 

RSME, MAE, and R2 values obtained on training 

were 2.211, 1.364, and 0.927 respectively. RSME, 

MAE, and R2 evaluation values obtained on testing 

data were 2.095, 1.516, and 0.922 respectively.  
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Figure 2. A Plot of experimental and predicted HHV values for the Decision Tree Model 

 

The difference in R2 values of the two datasets 

indicates the model performance on training to be 

more effective than testing. Figure 2 shows a line 

plot of predicted and actual HHV values for the 

decision tree model. As depicted in the plot, there is 

a strong correlation between the predicted values 

generated by the model and the actual HHV values.  

 

3.2 Extreme Gradient Boosting (XGBoost) 

Model 

An XGboost model was developed and evaluated on 

the training and testing datasets. RSME, MAE, and 

R2 values obtained during the training were 1.501, 

0.966, and 0.966 respectively. RSME, MAE, and R2 

evaluation values obtained on testing data were 

2.002, 1.195, and 0.929 respectively. The R2 values 

for the training and the testing do not differ much, 

indicating the model performs well on both the 

training and the testing data. Figure 3 shows a line 

plot of predicted and actual HHV values for the 

XGBoost model. The majority of predicted HHV 

values from the XGBoost model closely align with 

the actual values, indicating a negligible difference 

in errors between them.  

 

 
Figure 3. A Plot of experimental and predicted HHV values for the XGBoost Model 
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3.3 Adaptive Boosting (Adaboost) 

Model 
 

An Adaboost model was developed and training and 

testing evaluation was performed on datasets. 

RSME, MAE, and R2 values obtained during the 

training were 1.137, 0.336, and 0.981 respectively. 

RSME, MAE, and R2 evaluation values obtained on 

testing data were 2.732, 1.404, and 0.867 

respectively. The R2 value is higher for the training 

dataset than the testing dataset, indicating that the 

model's performance is better on the training data 

than on the testing data. Figure 4 shows a line plot 

of predicted and actual HHV values for the 

AdaBoost model. Nevertheless, most of the values 

predicted by the AdaBoost model were close to the 

actual value.

 

 
Figure 4. A Plot of experimental and predicted HHV values for the AdaBoost Model 

 

Table 2. Comparative results of the developed models 

Model 
Training Testing 

RMSE MAE R2 RMSE MAE R2 

Decision Tree 2.211 1.364 0.927 2.095 1.516 0.922 

XGBoost 1.501 0.903 0.966 2.002 1.195 0.929 

AdaBoost 1.137 0.336 0.981 2.732 1.404 0.867 

3.4 Comparison of Developed Models  

Table 2 shows the comparative results of the three 

developed models. It can be established that all three 

models reasonably predicted the heating value of 

natural gas. The XGBoost model stands out to be the 

best-performing model with the highest accuracy or 

R2 value of 92.9 % and the lowest RSME and MAE 

error values of 2.002 and 1.195 respectively on the 

testing data. The prediction accuracy of the models 

in this work is comparable to the results reported by 

Broni-Bediako et al. (2023). They proposed that 

XGBoost outperforms AdaBoost in predicting the 

heating value of natural gas. In this work, the 

performance of XGBoost shows higher testing R2 

values and slightly higher RMSE in the study by 

(Broni-Bediako et al., 2023).  However, our model 

uses 4 input variables while theirs uses 10 input 

variables. This confirms the simplification of our 

models without compromising the model prediction 

accuracy. 

 

4 Conclusions 

In this study, three models were used to predict the 

heating values of natural gas from three Ghanaian 

fields. The results show that the heating value of 

natural gas can be predicted effectively using 

supervised machine learning models that is 

Adaboost, XGboost, and Decision Tree models. For 

all the developed machine learning methods in this 

work, the Extreme Gradient Boosting models best 

predicted the heating value of natural gas with 

reliable accuracy and RMSE of 95.86% and 1.6572, 

respectively. This represents about a 200% 

reduction in prediction error compared with 

Decision Tree, Adaptive Boosting. The natural gas 

heating value prediction accuracy for Decision Tree 

and Adaptive Boosting is found to be similar with 

R2 between 81.82% - 83.81%. Thus, natural gas 

heating value software could adopt the Extreme 
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Gradient Boosting model for efficient prediction 

accuracy in academic and industrial applications.  
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