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ABSTRACT

Re-sampling methods have been found to be useful for several purposes such as model selection, linear regression, and
estimation of sampling variances or standard errors and confidence intervals. In estimating the population coefficient of variation
and its standard error, two methods of re-sampling, Bootstrap and Jackknife, are compared in this paper. The Jackknife method is
found to require relatively small sample size to attain consistency in its estimate while Bootstrap requires large sampie size.

Bootstrap is also found to always underestimate the standard error of its estimates.
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1.0 INTRODUCTION

Many conventional statistical methods of analysis’

such as; correlation, regression, f-tests, and analysis of
" variance make some assumptions about normality. When
these assumptions are violated, such methods of analysis may
fail. Re~sampling method (Bootstrap or Jackknife) is steadily
becoming more popular as a statistical methodology to
overcome this problem (Efron, 1979). It is intended to simplify
the calculation of statistical estimates, sometimes in situations
where analytical answer cannot be obtained. With computer
processors becoming faster and more powerful, the time and
effor needed for re-sampling (Bootstrap or Jackknife)

decreases to levels where it becomes a viable alternative to

standard parametric statistical techniques (Barker, 2005)

" In statistics, there are lots of methods that are
practically guaranteed to work well if the distribution of the data
is known especially, if it is normally distributed and all we are
interested in are linear combinations of these normally
distributed variables. If the sample size is large enough,
central fimit theorem can be used, in that we expect means to
converge to normality, and hence do not need to do re-
sampling from a normal distribution as N increases.

Suppose we want to make inference about the data
when one of the following is true;

-Small sample size where assumption of normality
does not hold
- -A non-linear combination of variables (eg. Ratio)

-A location statistic other than the mean (Correlation
?r coefficient of variation)

Data-based simulation (Bootstrap or Jackknife)
method for assigning measures of accuracy to statistical
estimates can be used to produce inferences such as
confidence intervals without knowing the type of distribution
from which a sample has been taken. The use of statistical
research is becoming more and more sophisticated. It is
increasingly common for many proposed methodology to go
~ beyond standard parametric analysis and in addition, costly or

expensive data collection with its extremely non-normal nature
are regularly encountered. Re-sampling method has become a
recognized technique for dealing with these problems.

Bootstrap and Jackknife procedures as discussed by
Efron (1982) and Miller (1974) are non-parametric statistical
techniques which can be used to reduce the bias of point
estimates and construct approximate confidence intervals for

~the population parameters and other summary statistics.

These procedures require no assumption regérding the
statistical distribution (e.g. Normal, Logriormal, Gamma etc.)
for the underlying population, and can be applied to a variety
of situations no matter how complicated. .

Though it should be pointed out that, use of
parametric statistical method (depending upon its distributional
assumptions), when appropriate, is more efficient than its non-
parametric counterpart, in practice, parametric assumptions
are often difficult to justify or meet, hence, non-parametric
methods are valuable tools for obtaining refiable estimates of
parameters of interest (Singh et al, 1997).

This paper will examine and compare the two
methods of re—sémp!ing; Bootstrap and Jackknife, in estimating
population parameters or their derivatives and the standard
error of estimate. The standard error is used to construct the
confidence intervals and statistical test of hypothesis. Also the
minimum Bootstrap sampling required to obtain a stable and
reliable estimate will be determined.

2. BOOTSTRAP METHOD
This method was first introduced by Efron (1979) to
derive the estimate of standard error of an arbitrary estimator.
Finding standard error of an estimator is an important activity
for every statistician as it is rarely enough to find a point
estimate. ~Statisticians will always want to know how
reasonable an estimator is, by establishing or finding its
variability. The Bootstrap is a type of Monte Carlo method
based on observed data (Efron and Tibshirani, 1993).
" Inthe Bootstrap procedure, repeated sample of size n
are drawn with replacement from the given set of observations
of size n. The process is repeated a large number of times,

and.each time an estimate of 0 is computed. The estimates

obtained are used to compute the estimate, &, of the
population parameter and its standard error. Bootstrap is not a
way of reducing the errors, but it only/ tries to estimate the error
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though it is often found to under estimate the errors. Bootstrap
method of re-sampling is found to be léss efﬁcient" when the
data set is small, the observations are dependent and when
the data contains outlier(s).

A general description of Bootstrap is as follow;

Step 1. Let x,,x,,x;, . . X, represent the
t sample of size n with replacement from the original
data set x,,x,,x;, , ,
estimate of the population parameter and denote it
as 6.
Step 2: Perform step 1 independently N times (500, 1000 or
more), each time calculate a new estimate & . Denote these
estimates by é,,éz,ég,, y o éN .

The Bootstrap estimate of
parameter is the arithmetic mean

Ze

=t

And the Bootstrap estimate of the standard error is given

by
S :\/7\,*];,2( -8,

1=1

the populatibn

e confidence interval is obtained by using the

Bootstrap estimate and its standard error assuming

" __normality as;

e

Co=(6,+z, %a,,(e) 6, (,%a,,(é))

Where z, denotes the a ~th quartile of the standard
normal distribution.

3.0 JACKKNIFE METHOD

Jackknife is one of the most commonly used methods
for constructing simple and efficient variance estimators. For
small sample size, Jackknife is simple and quicker to use.
Moreover, Jackknife produces nonrandom estimates and it is
easy to work with its closed-form solution. For small sample,
such as n = 3 or 4, there is high probability that the Bootstrap
samples contain only one distinct unit, which may lead to some
estimates or summary statistics undefined (variance or its
derivatives) (Variyath et al, 2005). ‘

This method also involves two steps;

Step 1: Given a random sample x,x,,x;, , , x,, we

generate Jackknife samples which has value X,
removed from the dataset, i=1,2,3, . , n

Step 2. For each Jackknife sample, the i” partial
estimate of the population parameter using the sample
generated is obtained;

a

6, =(X,%3,%50 5 5 X 5%y s s 9X,)

x,. Then, compute the .

. that if it is called,
variation for a given data set. This function is used for

The n estimates of the population parameter, 9, are c_:ompuied
by deleting one observation at a time. If we denote the
arithmetic mean of the n estimates by;

. 29

A quantity which shall be called the /'
is defined by,

" “pseudo-value”

J, =né-(n-106

Where 8 is the estimate from the original observations.
The Jackknife estimate of 6.is then given by;

el A ]’ - n
J@O) ==,
n 1=1
if the original estimate of 0 is biased, then,

under certain conditions, part of the bias is removed by
the Jackknife procedure, and an estimate of :the

standard error of the Jackknife estimate, J (6‘?‘), is given
by; ‘

&_,(éyz\/n( hl)Z(J J(H))

Anbther application or usefulness of pseudo-values,
suggested by J. Turkey (see Miller, 1974), is using it to obtain
the confidence intervals for the parameter 6 based on the
following pivotal quantity;

. JO)-0
G./(é)

The statistic, t, in the above equation has an approximate
student's t distribution with n-1 degrees of freedom (Standard

Normal for‘large N) which can be used to derive the (l -a)

confidence interval for 9,

[J(6) +1 . JO -t ,, 6
«/z,n«l

- ‘Vn 1 l((}) J(é)v]

4.0 SIMULATION,

A random sample of size n (nk= 5, 10, 20, 30,
50, 80, 100, 120, and 150) from normal variable with

mean u =10 and variance, o’ =3 are simulated

using R codes. The estimate of interest is the coefficient:
of variation, which is a function of mean and variance cf
the data. For simplicity, a function is defined in R such
it will compute the coefficient of

both Bootstrap and Jackknife methods. Assume that x is
the sample of size n generated from N(10, 3)
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The codes for Bootstrap method : : ’

- cv = function(x) { sqrt(var(x))/mean(x) # function to compute the cv

- boots = <- numeric(1000) - = # number/of bootstrap sampling

- for (i in 1:1000) { S

- boots[i] = cv(sample(x, replace“TRUE))} # obtam the estlmate of each sample

- mean(boots) ' , # compute the mean of the estimates

- var(boots) _ : # compute the variance of the estimates

‘The codes for Jackknife method _
- jack = numeric(length(x)-1)*
- pseudo = numeric(length(x))
- for (i in 1:length(x))
- {for (j in 1:length(x))
- {if ( <i) jack[j] = x[j] else if (j >i) Jack[| 11 =x]j] }
- pseudo[i] = length(x)*cv(x)-(length(x)-1)*cv(jack) }
- mean(pseudo)
- var(pseudo)

Table 1: Summary of simulated results for Bootstrap and Jackknife.

Bootstrap Method o Jackknife Method

cv Std Error cv Std Error
5 0.145 0.047 0.191 |70.066
10 0.162 0.033 0.177 0.039
20 0.168 0.020 0.175 0.020
30 0170 . | 0.017 0.174 0.018
50 0.171 0.014 0174 0.012
80 0.172 0012 0173 0012
100 0472 0010 0173 0.011
126 [0.472 0.009 0.173 0,010
150, | 0.173 0.009 0173 0.009
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Fig. 1a. Estimate of CoefTicient of Variation (CV) Fig. 1b. Standard Error of the estimates
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The actual value of the population coefficient of .

vanation (CV = 0.173) is attained, to two places of decimal,

when the sample size is 30 for both methods (Table 1). Since -

sample size of 50 gave a reasonable estimate of the
population parameter by the two methods, this sample size is
used to determine the appropriate number of bootstrap
samples required to attain a reasonable estimate of population.
parameter when Bootstrap method of re-sampling is used. The
surnmary of the resuits is shown in Table 2. .

Table 2: Summary of simulated results for Bootstrap method

Bootstrap Ccv Std Error
samples
200 0.170 0.012
500 0.171 0.012
1000 0.171 0.012
12000 0.171 0.012
4000 0.171 0.012
6000 0.171 0.012
8000 0.171 0.012
10000 0.171 0.012
20000 0.171 0.012
.. 30000 0.171 0.012

5.0 DISCUSSION AND CONCLUSION

It has been demonstrated that both methods of re-
sampling technique are very efficient in estimating the
population parameters and their standard errors, especially
when population distnbution is not specified or when
estimation of summary statistics and the standard errors of
such estimates are needed for inferential purposes. With
sample size of 30 both methods gave an unbiased estimate of
CV to 2 places of decimal. While a sample of size 80 is
required by the Jackknife method to give the precise estimate
of CV to 3 decimal places, Bootstrap method required at least
a sample size of 150 to attain the same precision (Table 1 and
Figure 1a). Generally, Bootstrap method is found to

‘Efron, B. and Tibshirani, R. J.,

underestimate - the standard error of its estimate when’
compared with Jackknife method, though, they both converge
with large sample sizes (Table 1 and Figure 1b).

Bootstrap method seems to give consistent estimates
of the population parameter and its standard error when the

sample number of the observations it is sampling from is large.

Therefore, when the number of observations is large enough,
smail Bootstrapping will give consistent estimates. With
sample size of 50, Bootstrap sampling of 500 gave a

consistent estimate -of population parameter and its standard
-~ error (Table 2). it follows that when the sample size of

observed data is small (say less than 30) large Bootstrap
sampling (at least 1000} will be required to obtain consistent
estimates, but large sample of observed data does not require
such a large Bootstrap sampling.
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