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ABSTRACT

This paper is necessitated by the presence of non-symmetric densities in most disciplines of engineering and
the sciences. It examines basic defining propertieés of the univariate kernels when the kernel in question need not be
symmetric. The paper concludes that based on these deﬁnmg properties, construction of densities correspondmg to
any set of data drawn from a non-symmetric population is possible.
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1. INTRODUCTION

The concept of density estimation dates back to the first published work by Rosenblatt (1956) and since then
this concept has.received a lot of attention. The Rosenblatt ~ Parzen kernel estimator (see Wand and Jones, 1995) is
defined as:

f(x)—nth( p ] | (1.1)

where k(.) is a kernel functign and h is the window width, smoothing parameter or simply the kernei size. Traditionally,
I k(x)dx =1 and k is assumed to be symmetric with k(u)=1—-k(~u). A huge literature exists in this area of

research. For detailed reference on the modifications and enlargements of (1.1) see Wand and Jones (1895),
Simonoff (1996), Devroye and Lugosi (1997, 2001), Osemwenkhae (2003), Sheather (2004) and Osemwenkhae and
Odiase (2006a,b). All these references assume k{.) is symmetric. Most of their findings and useful results are based
on this symmetric property. Nevertheless, we have seen m real practice that some useful probability functions do not
really exhibit this symmetric character. The exponential, x and the Snedecor F-distributions are some examples of __—/ -
non-symmetric kernels (see Rohatgi, 1984). The above named families of distributions provide probability models that
are very useful in engineering and science disciplines, see Devore (1991) and Mugdadi and Lahrech (2004). For —
instance, the memoryless property of most life length of organisms or pieces of equipment as well as the waiting time =
a customer spends in a restaurant before he is served are some distinctive uses of the exponential distributions, see
Rohatgi (1984, pp405).

In this work, our attempt will be to obtain somé desirable properties of (1.1) when the kernel is nonesymmetnc
To examine this some desirable properties that would be of interest to us are:
(i) the optimal window width for this case.
(ii) the bias for this case,
iii) the variance for this case,
(iv) the mean integrated square error (MISE) based on (i) - (i) and
{v) expressions for (i ) & (iv ) when the kernel function is the exponential.

2 THE NON-SYMMETRIC KERNEL T

Suppose we define for (1.1) the following non-symmetric conditions:

Q) [k(e)r =

@.1)
G ¥ = [PR < oo

Also assume that f'and f"are not only continuous but also square integrable as well as lim h=0 and

fi~pen

lim nh = oo.

b

With the definition of (2.1) above, we shall find the bias and the variance of j (x} defined in (1.1}
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Bias ()= 57(0)- £ 6) = [k =2 0~ 1)

:pmyuﬁwmfwﬂ

= —hf'(x) f tk(t )dt + higher order term of h .
~ —hf"(x)V, : | | @2)

Similarly,

varf(x nh! If(x ~ht)k(e) dt —n (f(x)*'ﬁ(.he))é

. x)jk(t)zdzw( ") |
Jvarf (xdx~n"'h Ik(t)zdt 4 v A @3

From (2.2) and (2.3) and with MISE }”(x) = '[Biasz }(x)dx + IVar f (x)dx (see Silverman, 1986),

MISE f(x)= 1 f'(c} V2 +n7 0" k(e dit (2.4)
Differentiating (2.4) and sol\)ing for h, we get; ;

) N
, [k ar % : | < .
oy | = : . . 2.
T 2n? jf(x)z , (2.5)

(2.5) is the equation of the optimal window width h for any non-symmetric kernel k. -,
The MISE in (2:4) will be explicitly obtained by substituting (2.5) into (2. 4) to obtain

MISE J(s)= {[k(eY at [ 472 [ (x) cixF{(Zn) +-27}

1+ 2 b3 2 2
ktdt“V f'lx . ‘ (2.6)
- e ffueral | o o)
Equataons (2.2), (2.3), (2.5) and (2.6) are very vutal in non-symmetric kernels of order one and would be used in
assessing the general behaviour of kernels that are not symmetric.

3. TEST KERNEL

If we take the exponential kernel, k(t) =e”, '0 <t <o as our non-symmertic kernel, then,

V,2=[;t2k(t)zdt:t;[ e +re +%e“2’] =:11— o @ay

aiso, ["k(e)de = 3.2)

1
2
From (3.1) and (3.2), the hyy corresponding to (2.5) would be

! § |
h,, | =g ’ (3.3)
”[MVWmJ 4 .

The MISE in (2.6) with k(t) e”' can be expressed as:

MISE f‘() l;nz)/ {[ ) (If (x)zdxy}
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- "‘“?i{{ J’( Yﬁ} , . | (3..4)

If the X;’s are sufficiently large and independent then /'( ) could be taken to be the normal distribution via the
e»mral limit theorem - Towers (2002). If we proceed as in Silverman (1986) and define
1 x- u]
f x) PR e , tfen
( m/w’

1= )= o) S5

o' 2n
2 1 3 N
", JI A = e I = | = ey (3.5)
2ra” \2,) dno

Therefore, the optimal smoothing parameter (3.3) becomes,

4 1 : .
ﬁ@ LR }/ - — RS o o ’ ‘
h,, = wxon™t =1210 1 (3.6)
" {n&}

8o, the ‘ideal’ window width corresponding to th@ exponential kernel if h is of order 1, is (3.6). The symmetric

counterpart of order 2 is given as ha = 1.060m © (Silverman 19886, ppé;fs)
To obtain the cmresponding MISE, substitute (3.8) inte (3.4) to get:

(l v ) 1 2O PR S O ‘
MISE f(,x)~ R A (I +2 3)4 3nton Po (3.7)
4n’* - (4}

From equations (3.6) and (3.7), the optimal smoothing parameter, i(,,,,,.an@ MISE f (\7) are obtained from

XpsXy,... X, Dy substituting for n (sample size) and o (the sample standard deviation).

The illustration below shall be based on the memorlyless property of the exponential distributions (see
Rohalgi, 1984). We shall apply this concept to the duration (in months) of 200 faidy used car reams on our roads,
before they failed some specific gauge test. The data was obtained from a mechanic workshop and spare part station
in an urban city in Nigeria. The data gave a mean of 20 months and a standard deviation of 5 months. See Appendix 1

for this data. Applying (3.6) and (3.7), we obtained that for this set of data that hnp, = 1.035

and MISE f(x)=5.631x107.

These. result suggest that to construct the densily corresponding to this set of data, the optimal window width, b, Would
approximately be 1.035 and for this h, the size of the global error between f and f would approximately be 5.631E-
03.

4. \@@NCLUQIN@ REMARKS

S@me defining properties of any univariate non-symmetric kernels were considerad and found that these basnc

defining properties of any kernel (bias, variance, MISE and h,p, ) as well as their mathematical exptessions were not

only peculiar to symmetric kernels but could also be obtained for these distributions. These defining properties were
also considered specificaily for the exponential kernel and found to be useful in constructing the shape of this kernel.
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APPENDIX 1
DURATION OF 200 FAIRLY USED CAR REAMS ON OUR ROADS.
The duration (in months) of 200 fairly used car reams on our roads before they failed some speclfic gauge
test is displayed below. The data was obtained from a mechanic workshop and spare part station in"an urban
t city in Nigeria.

185 184 128~ 235 31.0. 174 252 20.9 26.8 21.3

136 181 158 216 272 242 207 227 284 274

212 267 124 153 265 226 257 18.8 212 204

264 196 182 ° 188 206 170 193 13.9 - 207 14.4

260 191 198 207 200 265 .16.1 26.3 29.3 13.1

287 174 201 228 223 112 254 18.6 19.8 21.0

9.1 299 184 207 199 228 171 13.5 16.7 248

188 243 310 154 147 194 227 23.8 24.5 12.5

255 319 113 294 111 202 227 239 20.0 17.0

146 167 163 224 241 167 184 221 25.2 226

165 283 7.1 204 222 173 1738 22.0 222 18.9

115 119 272 241 231 242 132 16.8 273 18.3

108 227 136 243 211 240 300 23.6 19.4 19.2

151 245 167 168 149 223 172 226 15.2 17.8:-
16.1 296 238 154 262 235 204 254 123°. 16.0 -

94 196 223 256 184 282 188 6.2 72 232

172 174 244 140 158 215 342 223 - 205 20.3

180 234 230 122 159 229 263 27.3 215 -26.3

207 181 131 236 179 293 244 11.4 19.9 21.3

182 238 144 232 177 183 267 20.2 21.0 20.3



