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A CLASS-CUM-CLASS ESTIMATORS FOR POPULATION
RATIO IN POSTSTRATIFIED SAMPLING OVER TWO
OCCASIONS
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ABSTRACT

Onyeka (2002) proposed two estimators of the second occasion population ratio, R, , in poststrutified
sampling over two occasions along the line of Tripathi and Sinha (1976) and Okafor (1985). The estimators
are a ratio-cum-product type (d,) estimator and a product-cum-ratio type (d,) estimator. The present study
provides a generalization of the estimators, d, and d, , proposed by Onyeka (2002). This generalization is
in the form of a class-cum-class estimators, d, for the second occasion population ratio, R, , in poststratified
sampling over two occasions. The proposed class-cum-class estimators, °,.do not assume knowledge of
the first occasion population ratio, R, . Conditions under-which some o1 the estimators in the proposed
class perform better than the others (in terms of having smaller mean square. errors) are obtained for

repeated samples of fixed sizes.

KEYWORDS: Successcve sampling, poststratmed sampling, ratio estlmatton matchmg {or replacement)
fraction, repeated samples.

INTRODUCTION

The present study is an extension of the study by Onyeka (2002) who proposed two esttmators d, and d;,
for the estimation of the second occasion population ratio, R, ; in poststratlfled sampling over two
occasions. The said-estimators, d, and d, , are a ratio-cum-product type estnmator and a product-cum-ratio
type estimator respectively. The estimators were proposed along the Imﬁ of Tripathi and Sinha (1976) and
Okafor (1985). Tripathi and Sinha (1976) studied the use of a unistage ¢luster sampling scheme on two
occasions, while Okafor (1985) worked on the use of a multcstage cluster samplmg scheme on two
occasions.

The estimators proposed by Onyeka (2002), Tripathi and Sinha (1976) and Okafor (1985) for the estimation
of R, were ratios (or quotients) of two estimators where the numerators and denominators were some ratio-
type, product-type and difference-type estimators. In the present study, we propose an estimator, d, with
both the numerator and denominator as classes of some estimators including the usual ratio-type, product-
type and difference-type estimators. This approach gives rise to .a -class-cum- -class estimators of the
second occasion population ratio, R, , in poststratified sampling over two occasions.

Properties of the proposed class of estimators are obtained for repeated samples of fixed sizes. Also
obtained are the conditions under-which scme of the estimators in the proposed class-cum-class estimators
perform better than the others in terms of having smaller mean square efrors; The proposed estimators do
not require knowledge of the first occasion population ratio, R, , unlike the estimators proposed by authors
like Rao (1957) and Rao and Pereira (1968). : o
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THE PROPOSED ESTIMATORS

The sampling design used by Onyeka (2002) is the same sampling design for poststratified sampling over
two occasions proposed by Onyeka (2001). The sampling design is as follows:

A random sample of size n is drawn from a population of N units using simple random sampling withqut
replacement (SRSWOR) method on the first occasion. The sampled units are allocated to their respective

strata where nj, is the number of units that fall into the h" stratum such that Donyo= e (h =120 00,
) h

It is assumed that n is large enough such that Prob (n, = 0) = 0 for all h. On the second occasion. i, -

Anyp, units of the first occasion sample are retained in the h" stratum, Z m, = m = An, (0<A<1). The
b

remaining Uy, = Np— My = Ny - ANy = Ny units are discarded, Zu],, =u=pun and p + A=1. Then, the
: . | h
matched sample of size m is supplemented with a fresh (unmatched) sample of u units drawn

independently from the entire population, -again using SRSWOR method. The u sampled units are
allocated to their respective strata where uy, is the number of units that fall into the h" stratum such that

Z“zn =u (: Zu,h]. Again, it is agsumed that u is large enough such that Prob (u;, = 0) = 0 for all
h h

h.

Let y; and x;; denote observations on the i unit of the two characters of study in the h" stratum on the |
occasion, i = 1,2, ..., N;h=12 .. Landj =1, 2 The variate, X,”in some cases can be the
stratification variate. But generally, the variates, Y and X, are to be taken as any two characters of study.

Let Y,(Y,) and X, (X,) respectively denote the population means of Y and X on the first (second) -
occasion. - :

Let R, =Y,/X, aud R, =Y, X, respectively denote the second and first occasion population ratios of the

~ two characters of study. We now propose a class-cum-class estimators, d, for the second occasion
population ratio, R, , in poststratified sampling over two occasions as:

d= e{ y?lnl_b(ylm v——,ylng (3;'"-)(1 }/{ :‘sz - bl(glm - :‘Z]") (iln )“] }-& ( -0)(3/2"/5(_2") (21)

[ty‘ll +(]_t)ylm ] [tliln +(]-tl)ilr11 ]'h
or: d=0d, +(1-08)y,, (2.2)
Wherc dm = yZp,/st k4 Yle = y:'u/k“hl (23)
et 377 —’b(ylm - _yl ) v o
T = ) : (2.4)
i [ty|n+(1-t)ylm T |
S‘;gp —_ x2m - bl(xlm - xln) (.)Zln )“l (25)

[tliln + (1 - tl )ilm ]""
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Y, X, are sample means based on the entire first occasion sample of size ny,

¥ « Xy ¥4, - X}, are sample means based on the matched sample of size m ,
¥5. « X5, are sample means based on the second occasion unmatched sample of size u,,

{b, t, 1) are suitable constants used in defining the class of estimators, yzp , df Y, .
(bs, 14, 1 1) are suitable constants used in defining the class of estimatdrs, ;(zp ,of X,
and

0 is a constant (weighting) fraction of the matched and unmatched parts of the proposed class-cum-
class estimators, d .

PROPERTIES OF THE PROPOSED ESTIMATORS

Let S? sh and S respectiVely denote the population variances of the study characters Y and X, in the h"
stratum on both occasions. Also, let S,yn denote the covariance of Y and X in the h* stratum on both
occasions. Following Onyeka (2002), the properties of the proposed class-cum-class estimators, d, can be
obtained as stated in the following theorems.

Theorem 1
For repeated samples of fixed sizes n, m and u, the optimum value of the weighting fraction, 6, and the
associated mean square error of the proposed class-cum-class estimators, d, are respectively given by: -

}“zwhozh
0, = S 3.1
Zthr,h +’ ZW,,GH,, 21’ ZiW,,cs,,h

]

th(’vh +F‘Z W6, — ZUZ W, 04, ZWIIGZh
and MSIi(d) = - : L S (3.2)
(d) = thg,h +“ ZW,,G,”, 210 ZW,,G,,,‘ nX;

where
Oy = S\h + R 82 - 2R7Sxyh ; G2II| = Qf S Q R’ N \h 2Q\Q\I{7 Sx_vh

xh

Oy = Q, S\h +Q.R?2 N -(Q,+QR,S, : Q, =b+a(l-tR; 3.3)

1}
(:a><‘
~

Q. =b+a,(I-t)R; R, =Y,/X, , R, =Y,/X, . R, =Y,/Y, . R,
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Theorem 1 can be proved by following similar procedure as in the proof of Theorem 1 of Onyeka (2002).
Theorem 2

The optimum (eplacement or matching fraction, I of the proposed class-cum-class estimators, d, and the
associated optimum mean square error of d are respectively given by:

LA, - J1+A,
0 A() (3.4)
and  MSE,(d) = @nX]) (14 [T+ A, )Y W, (3.5)
[}

2 W0, — 2}: W05,
where A 0 = S | E— (3.6)

Z W, o,
h
and i, Uiz and [y, are as previously defined in equation (3.3).

Theorem 2 can be proved by following similar procedure as in the proof of Theorem 3 of Onyeka (2002).

COMPARISON OF PROPOSED ESTIMATORS

‘The proposed class-cum-class estimators, d, can generate a wide range of estimators of R, by suitable
choices of the constants (b, t, ) and (b, , t;, 11 ) as used in equation (2.1). Consider any two particular
estimators in the proposed class, d, say d (1) and d (2), where

| ylm *b'(ylm -yln) SN }
e — 'y (Ym)
{[ t'—yln + (1 ‘~t’)Ylm }

{ x"lm - b;(-)zlm “il;l (? )(1',}
[ 1 o

t;:‘(_ln + (l N t; )—X~Im ]

d(l)=6 +(1-0)(¥,, /%) 4.1

{ yzm "‘b”(?!m - 5;]_")‘ (yl )“. }
and d(Z) =0 J [t Y + (l -t )y‘m ]q
l

_)ZZm - b;’(k—lm - iIn) (i )u‘,’ }
" " ' in
[ tlxlu + (1 ’tl)xlm ](

" - |+ (I 'O)(S}Zu /’;(_Zu) (4'2)
The following theorem compares the efficiencies of the estimators, d (1) and d (2), in terms of the estimator
with the smaller mean square error.

Theorem 3
For any two estimators, d (1) and d (2), in the proposed class-cum-class estimators, d, the estimator d (1)
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would be more efficient than the estimator d (2) in terms of having a smaller mean square error if

~ Q. +2Q,, ~2Q »L W, S5,
ot (Q;\ —Qf\ + 2(')l\ ' 2(\).‘\ ) Ri Z\‘VhSZh (43)
- 2(Q,, +Q, - Q.. -Q., QL QO 0R, Zw,, w <0
where '
Qy = 1 F (1 - Ry OQn = by 1 ay (1 - 4R (4.4)

Qxa = b7 + a” (1 - ")Ry Q= byt a (- "R, (4.5)

b.o, b, by'. ay’, i’ are suitable constants used in the estimator d (1)

b". o', t", h,_"', o, ;" are suitable constants used in the estlmator d (2)
and Ry, Ry are as given in equation (3.3).
PROOF:

Using equation (3.2), we obtain the re\s\pective mean square errors of the estimators d (1) and d (2) as:

Z Wl‘(szh + uz \N‘lc"lh 2”2 Who-”h Z Whﬁvh
MSE(d(1)) = ' ] P
( ( ) ) ZWI‘ Zh + u Z Wh(,z“l 2}1 ZW||0)1II I]Xl-' (4 6)

and
ZWhGZh +“2 WO = 2“2 WO oy thcjh
MSE(d(2)) = *ZWW . e = 4.7)
: nOa +H Z WO — 21 Z W, 05, nX,
h ] h
whe;re

\\Q'Zh Sz +R S\h 2I{leyl|

yh
O"IZII\ = Q!y yh +le R S;h 2QlyQIxRZ Sxyh
“6,2211 = Qly yh +QIxR S;h (Ql)' + Q)x ) RZ Sxyh / (48)

G;ll; zQiy yh +Q7\ R Sih ZQZ)'QZXI{Z Sx_\’ll
GZZI\ = QZy yh +Q2‘(R S\Il (QZy + sz)RZ Sxyh

I
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Equation (4.3) is obtained by considering the difference of the mean square errors of d (1) and d (2) as
respectively given in equations (4.6) and (4.7). This completes the proof.

PARTICULAR CASES OF THE PROPOSED ESTIMATORS

The following are some.particular estimators in the proposed class-cum-class estimators, d, for the
estimation of the second occasion population ratio, R, . in poststratified sampling over two.occasions.

() Ratio-cum-Product Estimator
Substitutingb=b,=0; t=1t,=0; a=1; «,+ -1in equation (2.1) gives the ratio-cum-product estimator as
. 3 - . :‘{ — ;
d[’: 0][{2"‘ )’RI.II/XQ“~{A . ]+(1 - ()I )(Y.‘n /X7||) (Dl)
Ttn Xh|

Here, the matched estimator is a ratio of a ratio-type estimator of Y, to a pro.duct—t{/pe estimator of X, . It
is easy to verify that Q,, = R, and Qi = -Ry.

(b)  Product-cum-Ratio Estinfator

Substitutingb=b; =0 1= = 0: aa=-1: o, = 1in equation (2.1) gives the product-cum-ratio estimator
as:

N

dz — ()2[)’_2-,1“ ylm/%zm Xan"' (] . 02 )(y-zu /3_("3,,) (52) .

. .ylu xim

Here, the matched estimator is a ratio of a product-type estimator of Y, to a ratio-type estimator of X, . It
is easy to verify that Qyy = -Ry and Qyx = Ry .

(c) Difference-cum-Ratio Estimator

Witha =0 ort=1; 't/)I =0 (,=0; o = | ; we have the difference-cum-ratio estimator as:

d3 = e3[§2m - b(ylm - S;ln )/ ;2!“ Xln J + (] - 03 )(yZ(n /;‘EZU) (53)

fm

This is a ratio of a difference-type estimator of Y, to a ratio-type estimator of X, with Qsy = b and Q?’ ‘
= R,. ‘

(d) Ratio-cum-Ratio Estimator or Ratio-Type Estimator
Withb=b;=0; t=t;=0; a=0,=1; we have the ratio-cum-ratio estimator as:

4= 64.[%,.“ yl"/'i‘iz,,, iln] +(1=0,)(T,, /%5) (5.4)

CJ dm im-
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This is a ratio of a ratio-type cstimator of Y, to another ratio-type estimator of - X3 with Qi = Ry
and Qu = Ry. '

(e) Product-cum-Product Estimator or Product-Tvpe Estimator

Withb=b;=0: t=t,=0; o =wu;=-1: we have the product-cum-product estimator as:

ds — 0 {Y)m ylm / XJT_' xlm ],*, (I M()i )(\yz“ /x')“ ) (gs)
yln

This is a ratio of a product-type estimator of Y to another product type estimator of X, with Qs = -R,
and Q5x = ’R

Theoretically, an infinite number of estimators can be generated from the proposed. class-cum-class
estimators, d . The results in Theorem 3 can always be used to compare the efficiencies of the generated
(or particular) cases of the proposed estimators. For instance, it is easy to verify fromi Theorem 3 that the -
ratio-cum-product estimator, d, , would perform better than the estimators d,, d,, ds and ds if conditions
(1), (2), (3) and (4) are respectively satisfied, where: _

(1): Z WSu > R,R Z WS H(R, =R )ZW;. wh (5.6)

2): (bz‘—R§~2b+2R),)ZW'9~ < 4RXR§ZW“S;,I

h*2vh

(5.7
+ 2(R,=2R_ ~b+R R _+DbR )R, Z WS
(3) RZ Z Wllsih > (2 - I{\ )Z “’hsxyh (58)
h h . '

@ ZWSL <(-ROR, TS, (5.9)
h

In summary, the proposed class-cum-class estimators, d, is a generalization of many estimators of the
second occasion population ratio, R, , in poststratified sampling over two occasions. With the class of

estimators, d, proposed in this study, we can generate a wide range of estimators of R, in poststratified
sampling over two occasions. Theorem 3 offers a very useful tool in terms of comparing the efficiencies of
generated or particular cases of the proposed class of estimators. Interestingly also is the fact that the
proposed estimators do not require knowledge of the first occasion population ratio, Ry . This, obviously, is
an added advantage over many other ratio estimators that require information on R; . '
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