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ON THE PRECISION OF AN ESTIMATOR OF MEAN
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ABSTRACT

_In sample surveys, estimates are often required for small subclasses of the population under study.
In many sample situations, the size of the domain and hence the number of sample units that fall in the domain
are unknown before the start of the survey. In this paper, we examine the effect of the randomness of the
domain size on the precision of an estimator for the domain under double sampling for inclusion probabilities.
Itis assumed that the population can be divided into different strata. The results show that there is a positive
contribution to the variance of lhe estimator which varies from one stratum lo another. This addition vanishes
where the domain coincides with a stratum. The total sampling variance depends only oh components of
variance for the domain and is inversely related to the total sample size in each phase of the survey.

Key Words: Domain, Double Sampling, Unequal Probabilities.

INTRODUCTION

~Inthe analysis of sample survey data, estimates are usually required for small subclasses of
the population undar study. Such subclasses have been tagged domains of study Lfy the United
Nation. Statistical Cffice (1950). For example, in afertility survey, estimates of parity may be needed
for a certain class of women whio are gainfully employed. The problem that the survey statistician
ordinarily faces is that the domain often cuts across the various strata of the population with unknown
weights and hence the domain sample size is random.

Yates (1953) first considered in detail some of the problems associated with the estimation of
domain totals, means and proportions. Derivation of Yates' results was given by Durbin (1958) and
by Hartley (1959). Kish (1969) considers allocation of resources when domains of study are of
primary interest. Scott and Smith (1971) discuss the appircation of Bayesian approach to estimation
for domains. Tin and Toe (1972) extend the available resuits to Multistage sampling while Tripath
(1988) extends the results to samplihg on two occasions. The resuits obtained in the above studies
indicate that the sampling variance of an estimator increases by different factors under the different
sample designs adopted.

It is well known that under certain conditions, sampling with probability proportional to size
gives a more precise result than equal probability sampling: see for example Raj (1954, 1958, 1968),
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Cochran (1977) and Foreman and Brewer (1977). Furthermore, keeping the selection probabilities
proportional to the chosen size is difficult in sampling without replacement and soon becomes
impossible as r increases whereas selection with replacement leads to simple formulae for the true
and the estimated variances of the astimators: see Cochran (1977) section 9A.2. For this reason ws
consider in this paper, selection with probabilities proportional to size and with replacement. Where
information on the size of each sampling unit is lacking, double sampling for unequal profe: il e
-the sample design often used. It is therefore also of interest to determine the manner and ciraction
of effect of randomness of the domain sample size on the samplmg variance of a proposed estimator.
This, paper is an attempt in this direction.

SAMPLE DESIGN

We assume that the population under study consists of H strata with N,, elements in the h" stz .-
h=1.2,..., H. We also assume that thers is no reliable information on the size, X, of each element in any given
stratum. Let Dy; denote the part of domain j; j=1,2,...,M, in stratum h. The number of elements,

. - = . . .
Nyyrinn Dy (and hence N’>T" N,;) 1s unknown.

-

An initial sample, S;;, of size n,,, is drawn by simple random sampling without replacemen
independently from each stratuin and the auxiliary variable X is measured on it. Suppose that out of i, 7~
of the initial sample n,,, units fall in D,;. For any fixed ny, n,, is a random sample and
0 < ny; < ny,. A subsample, 5, of iy, iy, <~ 1y, h=1,2,., H, units is drawn from S, with piobabiii
proportional to X and with replacement. The study variable, Y, is measured on S, Let ny, denote the numbe
of units in S,,, that belong to Dy;. Also ny, is a -andom variable.

The Sampling Variance of an Estimator of Domain Total
Let

ti

I — . TP
Yni = Ypyy 11 the i element is in D,

= (0 otherwise. .. (1)

* Then an unbiased estimator of the total of Y for domain j defined as

is given by
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where

HR

o mx! s /Z
Ppi=&pi/ Sype Xp™ Ny
L1

1

is the probability that the ith (i=1, 2, ..., n,;) of the first sample will be included in the second sample.

It is known that this’ estimator is unbiased: see Udofia (2001). We now examine the eftect of the
randomness of the domain sample size of the sampling variance of the estimator.
By conditional variance formula,

V(Y)) = V|E,(Y)) + E,V (V).

7

Sce Raj (1956).

Now

H

= Y NLV, ()

h-1

H
- o - -l
V1b2 ( Yj) Vl[ Z N}).}/]h
- h-1
The crossproduct terms vanish because of independence of sampling within cach stratu.
. —/ _ : , , . - ;
ince yy;, 1s the mean of a simple random sample of size o from N eloient s,

f
—f

itute for V. (y.,) trom simple random sample th2c:om o ndobtain the

resuli,
H
¥ 2 1 1 7 ;
‘/’l E (Y}) Nh . B by’h / 3)

- -l m, N,

let
/ ) . L
d,; © 1 1f the I U alement of stratum h is in D

= 0 otherwise T

Then
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, 1 n n
v. . / 201f —
Vo = L2
2h n2hi { Yhi j’;{h 2hi
y ”.
— 1] B —
Yin 5 — 2. ¥ni T _«,L’; )
1pi=1 Hyp
N,
by 1 ~ 7 hi
Y = — Y, S . {5)
N,
2 / T2
(N,~1) S, 121 S R R (6)
Let A be any constant and
. ‘ /
Uh,' = .‘/hi"A * (7)
so that
Il _ +A

Yri 7 Uy

Then
N, N, 1
_ Ny . ol ‘
S R

and hence (0) becomes
. w

2 2 YA
(N,~1) 5%, = X (=¥ =10 | ey
S L B S L B

Substitution for w, from’(7) in the last expression gives
N

:

N

2 ' 1 ,

(N,~1)S = Z Yz:i"A“"“'Z (yp—A)
yhooim N, i



.53
ON THE PRECISION OF AN ESTIMATOR OF MEAN FOR DOMAINS IN DOUBLE SAMPLING FOR INCLUSION PROBABILITIES

\,

Since A can be any constant, we replace it by d,;Y which 1s the mean

i

of y';, a constant value, for D,; and obtain

Substitution from (1), (4) and (5) for ', d’; and Y/, respectively in the expression on the right-hand-side gives
h hi

the resuit v N 2

. = Y - -
2 ¥ - 2o My -y ... (8B).
(Nh—l)Sy/h - ; (Y,.,A,»,j Yj) N ()'h",' {j> ( ‘I

i

Now

N
) (YY) ce (9)
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where

The second term on the right-hand-side of (2) is calculated as follows:

1, n. /

I3 / n

~ -4 ‘)! LW - Y}:i X !

V_'.; (Y,) =V, L T L b L L Py, }")"/ o : Yin
o '

1 - -
N “zh’ 1 —m Nl ”“‘ ) 8

since the covariance term vanishes as before.

From Raj, (1968), the above can be written as

Lo NP iy g y y/.
ot h roo ! i i
V,(Y.)= E: T 241 L Spi¥pk| — T

J h=l n f'r. i b o ) X,
Lh i

and then the conditional expectation (for fed n,,,) is calculated as follows:

2 i / /
1 NN .

v vy M1t 1_9,-,4}_ Yl | Do Y

S h=1 2 13, N (N -1) 71 nie o /

My 720 ‘ Nii Nk

Substitution for x',; and y’; leads to the result
L NS N HL '
EV,(Y,)= B ,;Y'L 1 ff,'_!z_f, Z Yois Yo
;t ki P / 1 R i i Sk il 7
hel Iy, n;‘ih . Nh A Nh il ki i XI»A i
I —
- Nh nlh l y) ( 11 }
I nj . ’
h=1 N -1 I7 2))
where \
‘\
N N, ' ‘\.}'1\
y y/nj yhij
h) ‘¢ Chac l)l; "‘.
Lol i BIEE Sk

AN

Finally (10) and (11) are substituted into (2) to obtain
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‘ N -1 N.(N.-n_,) . NV anh
BIEAR) BE -—-—“’ v 4y R B N -1) S 1--bd (y -y iz
( ) t}_ N 1 2" p(y) hJ+h»‘~1 1 n_“, ( bj ) Y()l7) Nh .hj J) [“ 4»(

~ An unbiased estimator of $,,, based on the initial sample is

2 ;
Sytnj = 24 hlj u:]) yu)] Z Ynije

lh)

S_ipce values of Y are not available for the initial sample, we use the second phase sample values for

the computation as follows

n, n., AT 2
2 1 1 ¥ » 1 L Y L Yai
y'in EET - 7 vy
Rl p s iy, (0 S T p i1 P
n, 2 B n.
_ 1 X/ ylu ih Z y}u >: Vi
= = Ban | TL, -
n, (n., -1 1 ! o n (n, LY TT W ~
2n*1n 15X, 1h 'S LR 4 i i

See Faj (1968), section 7.3.

Substitution for X', and y',; leads to the resuit

: R : Y

. n, e DT . o S
T e DIt I
vihi) ~ 1hj 4 ) BEY . 2
Dy i1 “pij ”:m(n').h LON Shij Xy

where

Ny '
X1 '?'t Xpij

=1

This is an unbiased estimator of Sz,,,, in (3). Thus an unbtased estimator of V sEaY)
in (10) is glven by

i . »' n | 2 ’ i’h ¢ " “,’v N ' ? - |

vl Loy 1, fj Yhij uu 2‘: Ynz; NN Vs,

al T T Y gl T ) - Ty
h=1 -._»anm N, ) N-1 n,, i=1 Zpiy Dum’h L Npij A x'/f;;;
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n,, . T

., . : 205 J Iy
+__L“JN,,[1‘— D“'J)xl,u *.1_2‘ Yoig o 1 Ly Lhis

. (13)
nlh 1h Hypyi=1 X n’) '1. lu;

where we have used Ny; = (ny,/n,)N, following Durbin (1958).
Also from Raj (1968), an unbiased estimator of E, V, (Y)) is obtained as

i : \'2 ”i yhf B Z YIu

Wl nl Zh(“zh D &), i tox,,

Substitution for x/,; and y/,; gives the result

2 2 oo
i Ny . X1hj Vi 1 Z Ynij .. (14)

~ 2 1y ~ 4
hel pf Pop (= 1) iF1 | Xpy5 M0k X

Ny

hij

By using (12) and (13) in (3), an unbaised estimator of V(Y)) is obt'ained as

2 2 n, . n,,
V(7 )= "f‘Nﬁ in ) L XJEQ N

‘ 1y & - ) _
h i nlh Aop gy 1y i= “hi “ffh;il U Sps

L N (N"lﬂ ) Do y“. . X n,, . V.. - Y‘E- .
N I 1k hij 1h7 nij _ Yhij
+h§: 1 thjz: .: - 17 Z 21 }_‘; Yoij \

1 (N,=1)ng,n,,,

r2

COMPARISON WITH GLOBAL ESTIMATOR

Under double sampling for probabilities proportional to size design, a corresponding unbiased estimator
of the total of Y for the entire population described above, which we designate as a global estimator in this
paper, is

with variance

- L N, n, -1 . )y o
V(P =), T w (yy ey gt (1)
h
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where
N N, N @
2 1 T2 L yzu Y
Son= (Y.wY)“andVﬁ(y . > X <3 N
v Nh— 1 '2’:1 h b ! " 151 i . I g ',./;1 . xhk

A comparison of (12) and (15) shows that whereas V(Y) depends on components of variance of Y for the entire
population, V(Y;) depends on components of variance for domain j under study and on both the variability of
the domain size and the variability of the domain mean;, Y. Thus the effect of lack of prior knowledge of the
domain size is the addition of a positive quantity, ~ :

5 N,,[ S 1] M [N,

N | N ~.1.k N

111 h

(3;" CEF e

S
°

to V(Y) in (12) as a result of which the domain estlmator is less precise than the Global estimator. Under
simple random sampling theory, .

N,

Nh -1

N

1——-—'N“-7" /n ;=P (1-—"17‘)/ ‘
- Y N
h v

under the summation sign over h in (16) is the variance of the proportion of the domain elements in stratu:.
h.h=1,2,..., H, that fall in the initial sample. The above positive contribution to the sampling variance of the
domazin estlmator vanishes if the domain coincides with the h" stratum in which case N, equals N,. For such

a case, no special theory is necessary.
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