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Abstract 

A comparison of three methods for variance components estimation to compute the individual weight in a kilogram 

of male and female albino rats placed in five different cages after feeding them for a week in the Animal farmhouse 

of Olabisi Onabanjo University, Ago-Iwoye, Ogun State, Nigeria. An analog weighing scale was used to measure 

the weight, and measurements were taken five times during the week-long experiment.  Analysis of variance 

(ANOVA), Maximum likelihood (ML) and Restricted maximum likelihood (REML) estimations were applied to 

assess the accuracy and reliability of the weight measurements. However, the comparison shows that estimate of 

ML and REML are the same, the estimates of the three methods used are not within the same parameter space. It 

was concluded that for a balanced one-way model, the ANOVA method is better for estimating variance in Animal 

for both Male and Female. 

Keywords: Analysis of variance (ANOVA), Maximum Likelihood (ML), Restricted Maximum Likelihood 

Estimation (RMLE), Variance components, Parameter space 

 

1.   Introduction 

The method of estimating variance component was 

introduced by Anderson et al. [1]. It refers to the 

processes involved in efficiently calculating the 

variability within responses or value. It is often used in 

population genetics and also applied in animal breeding. 

There have been contradictions on the best method to use 

in other to estimate the variance component of animals.  

This problem has led in this research to use the method 

of Analysis of variance, Maximum likelihood and 

Restricted maximum likelihood so as to know the 

relatively best method for estimating the variance in 

animal for both male and female. The results of 

Mouhamadou [2] indicated that there is a statistically 

significant relationship with strong effect size between 

safety and security index and human development using 

ANOVA. In their study Ajah et al. [3] also using 

ANOVA method, indicated that the effect of grazing 

livestock on cowpea and soybean production 

significantly varied from one area to another with kwali 

area council as the most affected while Abaji was the 

least. 

The maximum likelihood estimation did not consider the 

loss in degrees of freedom that originated from 

estimation of the fixed effects. Which may result into 

fixed effect with many levels. These problems can be 

control by using REML method which was first proposed 

by Thompson et al. [4]  

The main disparity between the Bayesian and ML 

approaches is the way in which they deal with nuisance 

parameters [5] 

2.   Materials and method 

2.1 The Study area 

The study was conducted at the animal house of Olabisi 

Onabanjo University, Ago-Iwoye, which served as the 

primary data collection site. The experiment focused on 

male and female albino rats and aimed to investigate the 

effects of feeding on their weight. The animals were 

housed in five different cages to monitor their individual 

changes throughout the week. At the commencement of 

the experiment, all rats were acclimated to the animal 

house environment for a brief period, the cages were 

designed to provide ample space for rat to comfortably 

access food and water. In order to have high level of 

precision and sensitivity, an analog weighing scale was 

used and the experiment spanned a week and recorded 

the weight of each rat five times throughout the week at 

predetermined intervals in the year 2020. 

2.2   Analysis of Variance 

Analysis of Variance was used to compare the equality 

of three or more means. The model of one-way ANOVA 

can be given as; 

yij = μi +  εij                                (1) 

where, i = 1,2, … k and j = 1,2, … n, εij is normally 

distributed with mean 𝜇 and variance σ2. 
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2.2   Maximum Likelihood (ML) Estimate 

The maximum likelihood (ML) method is a method that 

is commonly used in statistics in estimating parameters 

of distribution. These estimators maximize the likelihood 

of the parameters given the density functions and the 

data. Also, the following can be obtained to solve the 

maximum likelihood estimated using the inverse of the 

co-variance matrix 

/𝜀/𝜎2
𝑒
𝑘(𝑛−1)

(𝜎𝑒
2 + 𝑛𝜎𝜇

2)𝑘                                            (2) 

𝑙𝑜𝑔𝑒  /𝜀/  = 𝑘(𝑛 − 1)  𝑙𝑜𝑔𝑒  (𝜎𝑒
2)

+ 𝑘𝑙𝑜𝑔𝑒(𝜎𝑒
2 + 𝑛𝜎𝜇

2)                     (3) 

(𝑦 − 𝑙𝑛𝑘𝜇)ˈ𝜀−1(𝑦 − 𝑙𝑛𝑘𝜇)

=  
𝑛𝑘(𝑦̅ − 𝜇)

𝜎𝑒
2

+  
𝑆𝑆𝐸 + 𝑆𝑆𝑡

𝜎2 + 𝑛𝜎2
       (4) 

𝑆𝑆𝐸 =  ∑ ∑(𝑦𝑖𝑗 − 𝑦̅)
2

𝑛𝑠

𝑗=1

𝑘

𝑖=1

                                            (5) 

 𝑆𝑆𝑡 =  𝑛𝑠 ∑(𝑦𝑖̅ − 𝑦̿)2

𝑘

𝑖=1

                                                (6) 

Again, using the expressions: 

−2𝑙𝑜𝑔𝑒 [𝑙 (𝜇, 𝜎𝑒
2,

𝜎𝜇
2

𝑦
)]                                                     (7) 

Equation 2.4 can be written as: 

𝑒
(𝜇,𝜎𝑒,

2 𝜎𝜇
2

𝑦
)

= 𝑘𝑛𝑙𝑜𝑔𝑒(2𝑥̅) + 𝑘(𝑛 − 1)𝑙𝑜𝑔𝑒(𝜎𝑒
2)

+ 𝑘𝑛𝑙𝑜𝑔𝑒(𝜎𝑒
2 + 𝑛𝜎𝜇

2)

+ 
𝑛𝑘(𝑦̅ − 𝜇)2 + 𝑆𝑆𝐸 + 𝑆𝑆𝑡

𝜎𝑒
2 + 𝑛𝜎𝜇

2
    (8) 

Likelihood equation is obtained by differentiating 

𝐿(𝜇, 𝜎𝑒
2, 𝜎𝜇

2/𝑦) with respect to  𝜇, 𝜎𝜇
2, 𝜎𝑒

2  and setting the 

derivatives equal to zero. 

𝛿𝑙(𝜇, 𝜎𝜀  ,
2 𝜎𝜇 

2

𝑦
)

𝛿𝜇
=  

2𝑛𝑘( 𝑦 − 𝜇)

𝜎𝜀
2 + 𝑛𝜎𝜇

2
= 0                         (9) 

𝛿𝑙(𝜇, 𝜎𝜀  ,
2 𝜎𝜇 

2

𝑦
)

𝛿𝑙(𝜎𝜀
2 + 𝑛𝜎𝜇

2)
2
←

=
𝑘(𝑛 − 1)

(𝜎𝜀
2)

2
←

+
𝑘 − 𝑛𝑘( 𝑦 − 𝜇)

2
← + 𝑆𝑆𝐸 + 𝑆𝑆𝑅

𝜎𝜀
2 + 𝑛𝜎𝜇

2

= 0                                                   (10) 

 

𝛿𝑙(𝜇, 𝜎𝜀  ,
2 𝜎𝜇 

2

𝑦
)

𝛿𝜇
=

𝑛𝑘 − 𝑛2 𝑘(𝑦 − 𝜇̃) − 𝑛𝑆𝑆𝑅

𝜎𝜀
2 + 𝑛𝜎𝜇

2

= 0                                               (11) 

The maximum likelihood estimates include: 

𝜇 ̂ = 𝜇̃ = 𝑦,   𝜎̃𝜀
2 = 𝜎̂𝜀

2 =  
𝑆𝑆𝐸

𝑘(𝑛 − 1)
         (12) 

Therefore, when the estimates of σ2µ is zero, then the 

estimate of σ2
ɛ is recomputed by pooling SSE and SSt as 

well as their degrees of freedom to obtain 

𝜕𝐸
2 =

𝑆𝑆𝐸 + 𝑆𝑆𝑡

𝑘(𝑛 − 1)
                                            (13) 

The estimate treatment variance component may be 

negative. In such a case, it is proposed to either consider 

zero in case of a negative estimate.  

2.3   Restricted Maximum Likelihood (REML) 

To obtain the REML estimates, iteration was used. 

REML estimators were within the parameter space by 

definition therefore negative estimates were set to zero.  

In simple problems where solutions to variance 

components are closed-form we can remove the bias post 

hoc by multiplying a correlation factor. However, for 

complex problems where closed-form solutions do not 

exist, we need to resort to a more general method to 

obtain a bias-free estimation for variance components. 

REML is one of such methods. 

Using the one-way random effect model in equation (1), 

the −2𝑙𝑜𝑔𝑒  of the likelihood function can be expressed 

as functions of the sufficient statistic 𝑦, Sum of square 

error (SSE) and Sum of Square of treatment (SSt) as 

𝑒
(𝜇,𝜎𝜀  ,

2 𝜎𝜇 
2

𝑦
)
 = 𝑘𝑛 log𝑒( 2𝑥) + 𝑘(𝑛 − 1) log𝑒 𝜎𝜀

2 + 

𝑘𝑛 log𝑒( 𝜎𝜀
2 + 𝑛𝜎𝜇

2) +
𝑛𝑘( 𝑦−𝜇)

2
←

𝜎𝜀
2+𝑛𝜎𝜇

2  +
𝑆𝑆𝐸

𝜎𝜀
2  + 

𝑆𝑆𝑡

𝜎𝜀
2+𝑛𝜎𝜇

2           (14) 

{[nk(𝑦 -𝜇)2/(𝜎𝜀
2 + 𝑛𝜎𝜇

2) + log𝑒( 2𝑥) + log𝑒( 𝜎𝜀
2 + 𝑛𝜎𝜇

2)] 

+ [(kn-1)log𝑒( 2𝑥 )  +(𝑛 − 1) log𝑒( 𝜎𝜀
2) + (k-1) 

log𝑒( 𝜎𝜀
2 + 𝑛𝜎𝜇

2) + 
𝑆𝑆𝐸

𝜎𝜀
2  +

𝑆𝑆𝑅

𝜎𝜀
2+𝑛𝜎𝜇

2}                                (15) 

𝑒
(𝜇,𝜎𝜀  ,

2 𝜎𝜇 
2

𝑦
)

+ 𝑒(𝜇,𝜎𝜀  ,
2  𝑆𝑆𝐸,𝑆𝑆𝑡)                                          (16) 

Where; 

𝑒(𝜇,𝜎𝜀  ,
2  𝑆𝑆𝐸,𝑆𝑆𝑡) = [(kn-1)log𝑒( 2𝑥 ) + (n-1)log𝑒( 𝜎𝜀

2) + (k-

1) log𝑒( 𝜎𝜀
2 + 𝑛𝜎𝜇

2) + 
𝑆𝑆𝐸

𝜎𝜀
2  +

𝑆𝑆𝑅

𝜎𝜀
2+𝑛𝜎𝜇

2}        2.15 

The restricted maximum likelihood equations were 

obtained by differentiating  

𝑒(𝜇,𝜎𝜇 
2 ,𝜎𝜀  ,

2  𝑆𝑆𝐸,𝑆𝑆𝑡) with respect to σ2
µ and σ2

ɛ and then 

setting the derivatives equal to zero.  

𝛿𝑙(𝜇, 𝜎𝜀  ,
2  𝑆𝑆𝐸, 𝑆𝑆𝑡)

𝛿𝜎𝜇 
2

=
𝑘(𝑛 − 1)

𝜎𝜀
2 + 𝑛𝜎𝜇

2
−

𝑆𝑆𝐸

𝜎𝜀
2

−
𝑆𝑆𝑡

𝜎𝜀
2 + 𝑛𝜎𝜇

2

= 0      2.16 

𝛿𝑙(𝜇, 𝜎𝜀  ,
2  𝑆𝑆𝐸, 𝑆𝑆𝑡)

𝛿𝜎𝜇 
2

=
𝑛(𝑘 − 1)

𝜎𝜀
2 + 𝑛𝜎𝜇

2
−  

𝑛𝑆𝑆𝑡

𝜎𝜀
2 + 𝑛𝜎𝜇

2

= 0                                                  (17) 

The RMLE solution is  

𝜎𝐸
2

𝑆𝑆𝐸

𝑘(𝑛 − 1)
= 𝑀𝑆𝐸                                                  (18) 
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and 

𝜎𝜇
2 =  

1

𝑛
= [

𝑆𝑆𝑡

𝑘 − 1 
  −  MSE  ]

=  
1

𝑛
[𝑀𝑆𝑡 − 𝑀𝑆𝐸]        (19) 

𝜎̃𝐸
2 = 𝜎̂𝐸

2
𝑆𝑆𝐸

𝐾(𝑛 − 1)
= 𝑀𝑆𝐸                           (20) 

Where,  𝜎̂ε
2 = 𝜎̃2

µ if 𝜎̃2
µ≥ 0 = 0 if 𝜎̃2

µ < 0 

The estimate of 𝜎̂ε
2 is recomputed by pooling SSE and 

SSt as well as their degree of freedom to obtain. 

𝜎̂𝐸
2 =

𝑆𝑆𝐸 + 𝑆𝑆𝑡

𝑘𝑛 − 1
                                           (21) 

3. Results and discussion 

Performing the Analysis of Variance (ANOVA) for Male 

rat 

𝑆𝑆𝑇 =  ∑ ∑ 𝑋𝑖𝑗
2 −  

𝑇2

𝑁

𝑛
𝑗=1

𝑘
𝑖=1   

135.132 + 118.402 + ⋯ + 1252

−  
(135.13 + 118.40 + ⋯ + 125.84)2

20
 

𝑆𝑆𝑇 = 4581.99 

𝑆𝑆𝑡 =  
1

𝑛𝑖

∑ 𝑇𝑖
2 − 

𝑇2

𝑁
  

550.792

4
+ 

478.462

4
+ 

372.972

4
+

446.82

4
+  

498.912

4

−  
(135.13 + 118.40 + ⋯ + 125.84)2

20
  

𝑆𝑆𝑡 = 4346.65 

𝑆𝑆𝐸 = 𝑆𝑆𝑇 − 𝑆𝑆𝑡 

𝑆𝑆𝐸 = 235.34 

To estimate the variance components σ2
ε and σ2

µ. 

σ2
ε= Mean square error = 15.69 

𝜎𝜇
2 =

(𝑀𝑆𝑡 − 𝑀𝑆𝐸)

𝑁
 𝜎𝜇

2 = 53.55

  K = 5, n = 2 

Also, performing Analysis of Variance(ANOVA)  for 

female rat 

𝑆𝑆𝑇 =  ∑ ∑ 𝑋𝑖𝑗
2 −  

𝑇2

𝑁

𝑛
𝑗=1

𝑘
𝑖=1   

136.832 + 127.182 + ⋯ + 117.552

−  
(136.83 + 127.18 + ⋯ + 117.55)2

20
 

𝑆𝑆𝑇 = 7486.01 

𝑆𝑆𝑡 =  
1

𝑛𝑖

∑ 𝑇𝑖
2 − 

𝑇2

𝑁
 

546.62

4
+ 

523.442

4
+ 

391.52

4
+

608.422

4
+  

455.242

4

−  
(135.13 + 118.40 + ⋯ + 125.84)2

20
  

𝑆𝑆𝑡 = 7210.19 

𝑆𝑆𝐸 = 𝑆𝑆𝑇 − 𝑆𝑆𝑡 

𝑆𝑆𝐸 = 275.83 

To estimate the variance components σ2
ε and σ2

µ. 

σ2
ε= Mean square error = 18.39 

𝜎𝜇
2 =

(𝑀𝑆𝑡 − 𝑀𝑆𝐸)

𝑁
= 89.21

 Performing maximum likelihood estimator 

𝑆𝑆𝐸 = ∑ ∑(𝑦𝑖𝑗 − 𝑦𝑖̅)
2

𝑛𝑆

𝑗=1

𝑘

𝑖=1

 

𝜎𝜀
2̂ =

𝑆𝑆𝐸 + 𝑆𝑆𝑅

𝑘(𝑛 − 1)
 

Where; SSE = 235.34; SSt = 4346.65 

𝑌̅= 117.39 

K = 5 

n = 20 

𝜎𝜀
2̂ = 48.23 

Therefore; 𝜎𝑀𝐿𝐸
2̂ = 48.23 

𝜎𝜇
2̂ =  

1

𝑛
(

𝑆𝑆𝑡

𝐾
𝑀𝑆𝐸) 

where; 

𝑆𝑆𝑡 = 𝑛𝑆 ∑(𝑦𝑖̅ − 𝑦̿)2

𝑘

𝑖=1

= 4346.65 

𝜎𝜇
2̂ = 42.68 

Performing maximum likelihood estimator: 

𝑆𝑆𝐸 = ∑ ∑(𝑦𝑖𝑗 − 𝑦𝑖̅)
2

𝑛𝑆

𝑗=1

𝑘

𝑖=1

 

𝜎𝑀𝐿𝐸
2̂ =

𝑆𝑆𝐸 + 𝑆𝑆𝑅

𝑘(𝑛 − 1)
 

Where; SSE = 275.83; SSt = 7210.19 

𝑌̅= 126.66 

K = 5 

n = 20  

 𝜎̂ε
2 =78.80 

Therefore; 𝜎𝑀𝐿𝐸
2 = 78.80 

𝜎𝜇
2̂ =  

1

𝑛
(

𝑆𝑆𝑅

𝐾
𝑀𝑆𝐸𝑟𝑟𝑜𝑟) 

where; 

𝑆𝑆𝑅 = 𝑛𝑆 ∑(𝑦𝑖̅ − 𝑦̿)2

𝑘

𝑖=1

= 7210.19 

𝜎𝜇
2̂ = 71.18 

Performing restricted maximum likelihood estimator 

𝑆𝑆𝐸 = ∑ ∑(𝑦𝑖𝑗 − 𝑦𝑖̅)
2

𝑛𝑆

𝑗=1

𝑘

𝑖=1
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𝜎𝜀
2̂ =

𝑆𝑆𝐸 + 𝑆𝑆𝑡

𝑘(𝑛 − 1)
 

Where; SSE = 235.34; SSt = 4346.65 

𝑌̅= 117.39 

K = 5 

n = 20 

Therefore, 

𝜎𝜀
2̂ = 48.23 

𝜎𝑀𝐿𝐸
2 = 48.23 

𝜎𝜇
2̂ =  

1

𝑛
(

𝑆𝑆𝑅

𝐾
𝑀𝑆𝐸𝑟𝑟𝑜𝑟) 

where; 

𝑆𝑆𝑅 = 𝑛𝑆 ∑(𝑦𝑖̅ − 𝑦̿)2

𝑘

𝑖=1

= 4346.65 

𝜎𝜇
2̂ = 42.68 

Performing restricted maximum likelihood estimator: 

𝑆𝑆𝐸 = ∑ ∑(𝑦𝑖𝑗 − 𝑦𝑖̅)
2

𝑛𝑆

𝑗=1

𝑘

𝑖=1

 

𝜎𝜀
2̂ =

𝑆𝑆𝐸 + 𝑆𝑆𝑡

𝑘(𝑛 − 1)
 

Where, 𝑆𝑆𝐸 = 275.8262; 𝑆𝑆𝑡 = 7210.187 

𝜎𝜀
2̂ = 78.80 

Therefore; 𝜎𝑀𝐿𝐸
2̂ = 78.80 

𝜎𝜇
2̂ = 71.1825 

4.   Conclusions 

Considering Male rat, the ANOVA method has 15.69 as 

its variance for error and 53.55 as its variance for mean. 

It also shows that the ML and REML has their variances 

for error to be 48.2314 and their variances for mean to be 

42.6820. Also, Female rat shows that the ANOVA 

method has18.39 as its variance for error and 89.21 as its 

variance for mean. It also shows that the ML and REML 

has their variances for error to be78.8001 and their 

variances for mean to be 71.1825. Thus, the following 

deductions can be made from the estimates obtained 

using the ANOVA, ML and REML methods: 

i. The estimates of the ML and REML are the 

same. 

ii. The estimates of the three methods of estimating 

variance component used are not within the        

parameter space. 

iii. The findings shows that ANOVA method seems 

to give a better estimate than ML and REML 

because the variances are relatively small 

compared to that of ML AND REML for a 

balanced one-way model.  
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