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ABSTRACT 

Evaluating the quality of teacher licensing tests is crucial for enhancing the licensing system as well as 

determining the overall teacher competence, especially when a written test serves as the sole criterion 

for granting or denying a license. This study, rooted in classical test theory principles, sought to offer 

evidence-based insights into the quality of test items designed for licensing biology teachers in the 

Ethiopian context. The analysis centred on crucial classical test theory metrics, including the difficulty 

index, discrimination index, validity, and distractor efficiency. To accomplish this, response sheets 

from the 100-item teacher licensing test were gathered from 311 candidates spanning eight public 

Ethiopian universities. The analysis honed in on factors such as the difficulty index, discrimination 

index, and distractor efficiency. Additionally, the internal consistency reliability was assessed using 

the Kuder-Richardson Formula 20 (KR20). The results of the item analysis revealed that the test items 

demonstrated a satisfactory level of difficulty and distractor efficiency, with a reasonable 

discrimination index. However, the internal consistency reliability for the test did not meet the desired 

standard. To improve the quality of future tests within the licensing system, the study suggests 

incorporating various quality assurance measures including adherence to standardized guidelines of 

indices. Additionally, further recommendations and implications were forwarded based on the key 

findings. 

Keywords: Classical test theory; discrimination index; item analysis; item quality; teacher licensing 

test  

INTRODUCTION 

Many developing nations have undertaken major educational reforms to improve their education 

systems in recognition of the important contribution of quality education to national development 

(Mensah et al., 2020). One of the key focuses of the reforms has been on improving the quality of 

teachers through the introduction of teacher licensure examinations. There is ample evidence that the 

quality of any education system largely depends on the quality of its teachers, and passing the licensure 

examination is an effective indicator of teacher quality (Rockoff, 2004; Aaronson et al., 2007; Harris 

and Sass, 2007). Initial teacher licensure examinations are commonly taken by qualified novice 

teachers in the form of written tests. The tests are intended to assess subject knowledge and skills 

identified by panels of educators as essential for entry into the teaching profession (Mitchell & Barth, 

2001). Standardized processes are used to score the tests to help make the distinction between those 

who have the desired level of competence to start teaching and those who do not (National Research 

Council, 2001; Mensah et al., 2020). 

The government of Ethiopia recognized the importance of improving its teaching force and thus 

introduced an initial teacher licensure examination in line with the fourth and fifth issues of the 

Education Sector Development Program (Ministry of Education, 2010; 2015). As one of the structures 

of the education sector, the Directorate for Teacher and School Leader Licensing in the Ministry of 

Education is the only authorized body to regulate, design, and administer the examination in the form 

of a written test for novice and experienced teachers in the country. Individuals who have completed a 

first degree and a postgraduate diploma in teaching and aspire to embrace a teaching career are 

mailto:b.oogarah@mie.ac.mu
mailto:adaneh@du.edu.et


Ethiop. J. Educ. & Sci.                      Vol 19           No. 2                      March, 2024          2 

 

required to take the only written test. The graduates are issued a teaching license if they have scored a 
minimum of 70% on the written test. 

Studying teacher licensing tests and evaluating their quality are vital to strengthening the licensing 

system because assessment is an integral aspect of teacher licensure (Braun, 2005; Rogers, et al., 

2020). In Ethiopia, there is a considerable policy focus on the development of the teaching force 

(Ministry of Education, 1994). However, to date, there has been a lack of research conducted on the 

quality of the written teacher licensing tests. There is a need for studies that gather validity evidence to 

gauge the quality of the test items (National Research Council, 2001), more so when performance on a 

written test provides the sole basis for determining whether a teacher can be issued or denied a license 
(Talal et al., 2015). 

Thus, a study was conducted to assess the quality of the test items for the initial licensing of biology 

teachers in Ethiopia. The biology licensing test was selected since there have been concerns about the 

quality of biology teachers contributing to the decline in students’ performance in biology over recent 

years (Egun, 2016). The study aims at generating evidence-based information on whether the current 

test is appropriately designed for the identification of novice teachers with the desired level of 

competence. Such information would support the design of licensing examinations that are effective in 

making the distinction between those who have the desired level of competence to start teaching and 

those who do not, thereby contributing to the quality of biology teaching at a national level. The 

recommendations would be relevant to education authorities involved in the design of teacher licensure 

examinations for biology as well as other subject areas. Moreover, the study is intended to serve as a 

theoretical basis for guiding documents for research in the area of assessment of the quality of tests for 
teacher licensure. 

METHODS AND MATERIALS 

Theoretical Assumptions 

There are a number of theories that underlie the concept of test item analysis. This study, however, 

used a classical test theory to ground its unit of analysis. Classical Test Theory (CTT) stands as a 

widely embraced psychometric framework utilized for assessing test quality and gauging individuals' 

attributes (Brown, 2010). Proponents of CTT underscore its simplicity and practicality, asserting its 

efficacy in furnishing valuable insights into item difficulty and discrimination (Kirwan, 2017). The 

notable contributions of Frederic M. Lord and Lee J. Cronbach have played a pivotal role in advancing 

CTT, emphasizing its credibility and consistency (Lord & Novick, 1968; Moss, 1992). CTT's 

significance lies in its capacity to facilitate meaningful score interpretation, thereby empowering 

informed decision-making in various domains such as education, employment, and clinical assessment 

(Raîche, 2005). Despite the existence of alternative theories, CTT maintains its influence owing to its 

well-established assumptions, practical utility, and unwavering support from advocates like Hambleton 

and Jones (1993). 

 

Classical Test Theory (CTT) serves as a foundational framework, guided by premises that address key 

aspects of evidence-based test quality, such as item difficulty, discrimination, reliability, and distractor 

efficiency (Kirwan, 2017). According to Suciati, et al. (2020), CTT posits that tests should encompass 

items with diverse difficulty levels, ensuring a thorough evaluation of candidates across a wide 

spectrum of skills and knowledge. Item difficulty is quantified by calculating the ratio of test takers 

who answered an item correctly to the total number of test takers (Moore et al., 2023). In addition, 

CTT further assumes that test items should effectively discriminate between individuals with varying 

levels of knowledge or ability (Kirwan, 2017). Moreover, Reliability is a critical assumption in CTT, 

emphasizing the need for licensure tests to produce consistent and dependable results (Haladyna, 

2004). Cronbach's Alpha (α), a widely accepted measure of reliability in CTT, is employed to assess 

internal consistency, taking into account the number of items and the variance of both item scores and 

total scores (Tavakol & Dennick, 2011). Furthermore, CTT posits that test distractors should 

effectively challenge test takers (Kirwan, 2017). Distractors also need to be plausible and likely to be 

chosen by individuals lacking the measured knowledge or skill, while avoiding incorrect and less 

plausible options (Moore, et al., 2023). These assumptions play a pivotal role in ensuring the validity 
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and reliability of assessments for candidates seeking licensure. The theory underscores that, by 

adhering to these principles, tests can offer a comprehensive evaluation of individuals' abilities, 

thereby facilitating well-informed decisions regarding their suitability for teaching positions. 

The Study Design 

This study analysed test item responses for new biology teachers using quantitative data from the 

Ethiopian Ministry of Education's database. The test item analysis, which was informed by classical 

test theory and focused on key item properties mentioned in the previous sections.  The teacher 

licensing test, comprising 100 multiple-choice items, was administered to 311 registered teacher 

candidates from eight public universities in Ethiopia. The answer sheets of the 311 teacher candidates 

were collected for test item analysis. Each item comprised 4 options (1 correct answer and 3 

distractors), and each correct answer was valued at 1 mark. The scores of 311 examinees were encoded 

into an in-house score automation template produced using SPSS version 27. Then, descriptive 

statistics were computed to examine the scores of the examinees in terms of the mean, standard 

deviation, and associated counts and percentages. 

Method of Data Analysis 

Item analysis involved grouping and categorization of the difficulty index, discrimination index, and 

distractor efficiency. The internal consistency reliability was computed using the Kuder-Richardson 

Formula 20 (KR20) (Anselmi, et al., 2019). The items on the teacher licensing test were analysed in 

terms of the number of indices as described next. For the item analysis, teacher candidates’ scores 

were sorted in descending order. Eighty-four (27%) teacher candidates were defined as "high" scorers 

with a mean score of 75.07, and a further 84 (27%) were defined as "low" scorers with a mean score of 

33. The scores of the remaining 143 (46%) teacher candidates were not used in the analysis. The high 
scorer group was labelled as "H", and the low scorer group was tabbed as "L". 

a) Difficulty Index (p-value): the range is from 0% to 100%, or more typically, as a proportion, 

from 0.0 to 1.00. Item difficulty was calculated for each item using the following equation: 

p = 
𝐻𝑐+𝐿𝑐

𝐻𝑛+𝐿𝑛
 

where 𝐻𝑟 represents the number of correct answers in the high group, 𝐿𝑟 represents the 

number of correct answers in the low group, 𝐻𝑛 represents the number of answers in the high 

group and 𝐿𝑛 the number of answers in the low group.  

b) Discrimination Index (DI): the point-biserial relationship describes how well examinees 

performed on the item and their total test score. It is also referred to as the Point-Biserial 

correlation (PBS), the range of DI is from 0.0 to 1.00. The DI is calculated using the 

following formula: 

DI = 
𝐻𝑟− 𝐿𝑟

𝐻𝑛 𝑜𝑟 𝐿𝑛
 

c) Distractor Efficiency (DE): Distractor efficiency is determined on the basis of the number of 

non-functional distractors (NFDs) in an item. The percent of each distractor was calculated 

by using the following formula: 

 

Percent of a distractor = 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑥𝑎𝑚𝑖𝑛𝑒𝑒𝑠 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑖𝑠𝑡𝑟𝑎𝑐𝑡𝑜𝑟

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑥𝑎𝑚𝑖𝑛𝑒𝑒𝑠
 𝑥 100 

d) Test Reliability (KR20): is the amount of measurement error associated with a test score, 

where a higher value represents a more reliable overall test score. Typically, the internal 

consistency reliability is calculated to indicate how highly the items correlate with one 

another. High reliability indicates that the items all measure the same general construct. The 

formula for KR20 for a test with K test items numbered i=1 to K, where pi is the proportion 

of correct responses to test item i, and qi is the proportion of incorrect responses to test item i 

(so that pi + qi = 1) is: 

r = 
𝐾

𝐾−1
[1 −

∑ 𝐾
𝑖=1 𝑝1𝑞1

𝜎𝑥
2 ] 
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And the variance for the denominator is:  

𝜎𝑥
2 =

∑ (𝑋𝑖
𝑛
𝑖=1 − 𝑋)2

𝑛
 

where n is the total sample size, Xi is the score of individual examinees and X is the mean total score. 

The value of KR20 can range from 0 to 1, with numbers closer to 1 reflecting greater internal 

consistency, indicating that the items are all measuring the same general construct. The widely 

accepted cut-off value of KR20 is greater than or equal to 0.7 ( Feldt, 2006). 

RESULTS 

Test Parameters 

Table 1 provides a comprehensive overview of the key test parameters examined in the multiple-

choice exam. These parameters encompass item difficulty, discrimination, and distractor efficiency. 

The average p-value of 0.53 suggests a moderate level of difficulty for the test items, with 53% of 

examinees correctly answering the questions, indicating a balanced level of challenge.  

In terms of discrimination, the mean index of 0.29 indicates that questions moderately differentiated 

between higher and lower scoring groups, striking a fair balance in assessing the examinees' varying 

levels of proficiency. Both the difficulty and discrimination indices fall within acceptable ranges, 

reflecting a well-constructed and equitable exam.  

The mean distractor efficiency of 76.98% is noteworthy, indicating that, on average, examinees 

selected distractors 26.02% of the time. This suggests that the incorrect options were plausible and 

appealing to those lacking knowledge, thereby serving their purpose effectively. This finding 

underscores the careful design of response options to challenge and assess the depth of understanding 

among examinees. Additionally, the relatively low standard deviations for difficulty and discrimination 

indices imply a commendable consistency in these aspects across the test items. This consistency 

contributes to the reliability of the exam results, ensuring that the assessment remains fair and 

unbiased. 

Table 1: Summary of test parameters 

Parameter Mean SD 

Difficulty Index (p-value) 0.53 0.21 

Discrimination Index (DI) 0.29 0.19 

Distractor Efficiency (DE) 76.98 29.1 

Item Difficulty Index (p-value) 

Table 2 provides a comparative analysis between the anticipated and actual distribution of item 

difficulty indices on the licensure test. Adhering to the established guidelines outlined by Hotiu (2006), 

the recommended composition for the test comprises approximately 5% easy items, 20% with 

medium-low difficulty, 50% of medium difficulty, 20% of medium-hard difficulty, and 5% hard 

difficulty items. Nevertheless, the findings reveal notable deviations from these prescribed standards. 

Specifically, there is a significant overrepresentation of items categorized as either very easy (13% as 

opposed to the expected 5%) or very hard (19% as opposed to 5%). Conversely, the test exhibits a 

scarcity of items falling into the medium-hard difficulty category, accounting for only 7% instead of 

the expected 20%. This disparity indicates an imbalance in the distribution of difficulty levels across 

the items, with a higher-than-anticipated number of questions falling at the extremes of being either 

very easy or very difficult. Moreover, a total of 32 items deviate from the acceptable ranges, 

highlighting the necessity for revisions to align with best practice guidelines. Ensuring a more 

balanced representation of difficulty levels among the items is imperative to enhance the overall 

quality and reliability of the licensure test.  
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Table 2: Expected and actual values in terms of item difficulty 

p-value Meaning Expected No of Items Actual Status Difference 

0.8 – 1.00 Easy items 5% 13% -8% 

0.6 – 0.8 Medium-low difficulty 20% 17% 3% 

0.4 – 0.6 Medium difficulty 50% 44% 6% 

0.2 – 0.4 Medium-high items 20% 7% 13% 

0.0 – 0.2 Hard items 5% 19% -14% 

Discrimination Index 

Table 3 showcases the discriminative power of test items, gauged by their discrimination index values. 

It categorizes items into ranges indicating varying degrees of discrimination effectiveness: poor, 

marginal, good, or excellent. Notably, 24 items with a DI of 0.19 or less raise concerns as they seem 

unable to effectively differentiate between higher and lower performing examinees. These items, 

lacking in discriminative power, should either be eliminated or undergo substantial revisions. Another 

set of 18 items falls within the marginal DI range of 0.20 to 0.29, indicating a need for revision to 

bolster their discriminatory capacity. However, there's optimism as 58 items exhibit robust 

discrimination abilities, with DIs ranging from 0.30 to 0.39 (good) and exceeding 0.40 (excellent). 

Summing up, 42 items function effectively, while 42 others show weaknesses requiring enhancement. 

This analysis underscores the imperative of refining over 40% of the items to ensure optimal 

differentiation among examinee abilities. This differentiation is pivotal for the test's validity, especially 

in determining pass/fail criteria. 

Table 3: Item Discrimination Power 

Range Items N=100 Status Recommended Actions 

≤ 0.19 24 Poor Discard/revise 

0.20-0.29 18 Marginal Revise 

0.30-0.39 24 Good Store 

≥ 0.40 34 Excellent Store 

Distractor Efficiency 

Table 4 provides a comprehensive overview of the quality and functionality of distractors associated 

with the 100 multiple choice items featured in the examination. Among the 300 total distractors 

examined, a noteworthy observation is that almost half (47%) underperformed as non-functional 

distractors (NFDs), lacking genuine plausibility as incorrect options. An encouraging finding emerged 

as over 50% of the items showcased perfectly functional distractors, achieving the pinnacle of 

distractor efficiency at 100%. However, the remaining items faced challenges, with a majority 

featuring one to two NFDs each, resulting in efficiency levels of 66.7% or 33.3%. Of particular 

concern were five items that contained three NFDs each, rendering them completely devoid of 

distractor functionality and yielding a disconcerting 0% efficiency.  

In total, 42 items displayed suboptimal distractors, ranging from one to two per item, warranting 

attention for improvement. Specifically, the five items with three entirely non-functional distractors 

should be excluded from further consideration. Recognizing the critical role of distractor quality in 

accurately discerning examinee ability levels, this analysis underscores the imperative need for 

enhancements in nearly half of the distractors and over 40% of the items. Such improvements are 

essential to align with the assumptions of optimal distractor functioning outlined in Classical Test 

Theory. 
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Table 4: Distractor Analysis 

Number of Items 100 

Number of Distractors 300 

Functional Distractors 159 (53%) 

Non-functional Distractors 141 (47%) 

Items with 0 NFDs (DE=100%) 53 (53%) 

Items with 1 NFD (DE=66.7%) 30 (30%) 

Items with 2 NFDs (DE=33.3%) 12 (12%) 

Items with 3 NFDs (DE=0%) 5 (5%) 

Overall mean DE (mean ±SD) 76.98+29.1 

 

Reliability  

The data presented in Table 5 provides valuable insights into the reliability of the individual test items, 

as assessed using the Kuder-Richardson 20 formula. The table presents a breakdown of the number 

and percentage of items falling within different reliability ranges. It is worth noting that out of all the 

test items, only 32 managed to achieve the minimum widely accepted threshold of 0.70 reliability or 

higher. Among these, 8 items showed excellent reliability, with a score of 0.90 or above. Additionally, 

9 items demonstrated a very good level of reliability within the range of 0.80 to 0.89. Furthermore, 15 

items were classified as good, falling between the reliability ranges of 0.70 to 0.79. However, it is 

concerning that almost half of the items (47%) only showed marginal reliability, with scores ranging 

between 0.50 and 0.70. More importantly, 21 items displayed poor reliability, scoring below 0.50. This 

raises concerns about the dependability and consistency of the measurements provided by these 

questions. Taken as a whole, a significant majority (68%) of the items failed to meet the 0.70 

benchmark, which questions the reliability of the test. In order to ensure the psychometric soundness of 
the exam, it is crucial to improve over two-thirds of the test items 

Table 5: Reliability of the test items 

Reliability F % Status 

≥0.90 8 8 Excellent 

0.80-0.89 9 9 Very good 

0.70-0.79 15 15 Good 

0.50-0.70 47 47 Marginal 

<0.50 21 21 Poor 

 

DISCUSSION 

This study utilized classical test theory as a guiding framework to assess key characteristics of items 

featured in the biology teacher licensure test in Ethiopia. The obtained results provided valuable 

insights into the test's quality, indicating areas that require improvement. 

Concerning difficulty, the average p-value of 0.53 suggests that the test achieved an overall 

satisfactory level of difficulty. This falls within the recommended range for tests exhibiting an 

expected level of difficulty (p = 0.40 to 0.60) (Hotiu, 2006). Notably, Mehta and Mokhasi (2014) 

deemed a mean p-value of 0.63 acceptable, a sentiment supported by findings of Kumar and colleagues 

(Kumar et al. 2014). Despite this, disparities from the recommended difficulty level distributions 

suggest that some items may not effectively measure the entire spectrum of candidate abilities. 

Approximately one-third of the items may require revision to align more closely with best practice 

standards. This underscores the significance of implementing quality measures in subsequent biology 

tests to rectify any imbalances in difficulty levels. 
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With regards to the discrimination index (DI), having a mean value of 0.29, the test items can be 

considered reasonably effective in distinguishing between higher and lower-performing examinees 

(Kumar, et al., 2014). However, a worrisome aspect emerges, as over 40% of items exhibited poor or 

marginal discrimination abilities. Given the critical role of these tests in determining licensure 

outcomes, addressing this weakness through item revision, particularly after a pilot study, is crucial for 

enhancing the test's validity. Constructing plausible distractors and minimizing non-functional 

distractors during the design and piloting phases of multiple-choice questions is emphasized as 

essential (Rodriguez, 2005). 

The mean Difficulty Index (DE) in this study, at 76.98, significantly exceeds the mean DE of 47.78 

reported in similar studies (Poulomi & Saibendu, 2015). Notably, only 17% of items featured two or 

three non-functional distractors (NFDs). Aligning with assertion of Hingorjo and Laleel (2012), items 

with three NFDs are considered easier, correlating with a higher mean p-value. Distractor analysis 

revealed that over half of the items had fully functional distractors, a positive aspect. However, almost 

half of all distractors and 40% of items contained one or more non-functional options, indicating areas 

that require improvement. Ensuring the plausibility of all distractors is crucial for maintaining the 

assumptions of optimal item functioning, and targeted revisions addressing non-functional distractors 

could enhance the performance of weakly performing items. 

Moving to reliability, the optimal level is reported to be 0.70, with Feldt (2006) stating that reliabilities 

as low as 0.50 are acceptable for shorter tests, while tests with over 50 items should aim for 

reliabilities of 0.80 or higher. The reliability analysis in this study is of concern, as over two-thirds of 

items fall below the minimum threshold of 0.70. This inadequacy in question consistency, a key 

element in measurement precision, necessitates extensive revisions to elevate reliability to a 

psychometrically sound level. The understanding that low test reliability stems from chance 

differences influenced by various factors underscores the importance of addressing issues such as 

variations in examinee responses, psychological conditions, and poorly written or confusing items 

(Feldt, 2006). 

The study's findings emphasized the crucial importance of integrating quality measures into the test 

design phase. Doing so helps identify and address potential quality issues before the tests are put into 

actual use. It's advisable to implement these procedures not only for this particular test but also for 

other assessments. Despite the valuable contributions made by this study to the existing body of 

knowledge, it is imperative to acknowledge certain limitations inherent in the analysis, particularly the 

exclusive reliance on quantitative data without the integration of qualitative insights. This narrow 

approach may have restricted the depth of understanding and failed to capture nuanced aspects crucial 

to a comprehensive evaluation. 

Moreover, it is essential to recognize that the findings of the study may possess limited generalizability 

beyond the specific test and contextual parameters under investigation. This constraint highlights the 

necessity for future research endeavors to adopt a more expansive approach, employing mixed 

methods that encompass a diverse range of teacher licensing exams. Such a methodology promises to 

yield more robust and holistic evidence, enhancing the applicability and relevance of the study's 

findings across various educational contexts. 

CONCLUSION AND RECOMMENDATIONS 

Employing classical test theory as a guiding framework to assess essential characteristics of the 

biology teacher licensure test in Ethiopia, results of the current study offered valuable insights that can 

contribute to fortifying the licensure system. In general, the findings highlight certain strengths of the 

test, such as achieving a satisfactory level of difficulty and maintaining decent distractor quality on 

average. However, adherence to CTT guidelines reveals the necessity for significant improvements. 

Specifically, more than 40% of items exhibit weaknesses in discrimination ability, reliability analysis 

indicate that a majority of items fall short of accepted standards, and nearly half of the distractors 

require enhancement. Overall, while the present test displays acceptable attributes in certain aspects, 

the study results strongly imply the need for substantial enhancements in item design.  
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When a novice teacher license hinges solely on the outcome of a single test, devoid of any triangulated 

evaluation involving teacher assessments in the country, it becomes imperative to craft high-quality 

test items and administer them through suitable mechanisms. The key recommendations arising from 

this research advocate for the incorporation of quality assurance measures item analysis during test 

development to identify issues prior to operational use through pilot testing.  

Additionally, continuous rigorous evaluation and refinement are advised to uphold defensibility over 

time, aligning with best practice standards. There is also a suggestion to potentially expand 

investigations to encompass various teacher certification exams and contexts.  

Exploring alternative test construction methods, such as enhancing reliability through test lengthening 

if necessary, is considered. Given the dynamic nature of assessment and the crucial importance of 

teacher qualifications, it is implied that continuous efforts in quality improvement are essential. 

Adhering to these evidence-based recommendations is anticipated to fortify the defensibility and utility 

of licensure testing as a requirement for teacher certification. 
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MCQ  Multiple Choice Questions 
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CTT  Classical Test Theory 

DE  Distractor Efficiency 

SD  Standard Deviation 
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