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Abstract

Risk analysis techniques are powerful tools that help professionals manage uncertainty and can provide
valuable support for decision making. Recent techniques in the area of credit risk modeling have
considered and adopted the use of artificial intelligence (Al), machine learning (ML) and deep learning
(DL) algorithms. The purpose of this study is to apply an ensemble of machine learning algorithm to
the classification of credit worthiness of a loan applicant. Data containing information about features
associated with credit worthiness was collected from an online public data repository as a spreadsheet
file that was stored in .csv format. The preprocessed dataset was split and fed to Light-GBM ensemble
model to develop the classification models for credit worthiness using the holdout method over three
simulation runs. The performance of each simulation run for each model was evaluated based on
accuracy, recall, precision and fl-score. The study revealed that the ensemble learning model that was
adopted in this study achieved very accurate results and proved to be more objective than subjective
rule-based models. The results showed that there is a relative degree of importance that the features have
with one another relative to the classification of credit worthiness. The study concluded that ensemble
models are very effective in the classification of loan defaulter. This study recommended that future
study could focus on determining the impact of feature importance on the performance of ensemble
learning algorithms adopted for the classification of credit worthiness among loan applicants.
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INTRODUCTION

Risk analysis techniques are powerful tools that help professionals manage uncertainty and
can provide valuable support for decision making (Bennett, Bohoris, Aspinwall, & Hall, 2020).
Risk analysis helps in taking both certain and uncertain elements and include them in a
calculation of specific scenarios of the future events. These techniques can be either qualitative
or quantitative depending on the information available and the level of detail that is required
(Darwish & Abdelghany, 2021 ; (Abdelmoula, 2023).)They are usually estimated with
historical data and statistical methods. Many credit scoring models have been developed by
researchers for the credit admission decision (Mammadli, 2023).
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Traditional financial institutions evaluated creditworthiness of the borrowers based on
subjective methods which focus mainly on the 5Cs: character, capacity, collateral, capital, and
conditions (Soni & Varghese, 2019). This method largely is unable to assess the borrowers who
have no loan history and have limited banking transactions, particularly the customers
residing in rural areas (Taiwo et al., 2020). However, these traditional methods failed to
provide a comprehensive profile of a potential borrower. In addition to traditional scoring
models, complexity and repetitiveness of decisions in the finance area have made financial
services sector an area where various kinds of expert systems have found their many
applications (Mohammed & Salama, 2023). Recent techniques in the area of credit risk
modeling have considered and adopted the use of artificial intelligence (AI), machine learning
(ML) and deep learning (DL) algorithms (West, 2020).

Credit risk predictions, monitoring, model reliability and effective loan processing are key to
decision making and transparency. As a result of this, banking institutions are adopting more
advanced methods for credit assessment by employing ML technologies which are mainly
helpful in the prediction of a borrower’s repayment behavior (Tijani & Abdullahi, 2021 There
are several types of ensemble modeling approaches, each with its unique methodology. Here
are some of the main types of ensemble methods (Vinayaka & Gupta, 2020).;Yewale, et al.
2023):

a. Bagging (Bootstrap Aggregating): Using various randomly selected portions of the
training data, bagging entails training several versions of the same fundamental
learning algorithm. By sampling the training data with replacement samples
(bootstrap samples), these subsets are produced. By averaging (for regression) or
voting (for classification), respectively, the predictions of various models, the final
prediction is obtained. Random Forest is a popular example of a bagging ensemble
method based on decision trees.

b. Boosting: Boosting is an iterative ensemble technique that emphasizes training weak
learners consecutively while making an effort to fix mistakes made by earlier models.
Giving incorrectly classified occurrences additional weight allows the next models to
concentrate more on these challenging cases. AdaBoost (Adaptive Boosting) and
Gradient Boosting Machines (GBM) are common boosting algorithms.

Iwasokun, and Olojo, (2022), worked on the development of a rule-based loan eligibility
model for agricultural loans. The study identified 15 risk factors that were associated with the
assessment of loan eligibility among farmers. The study adopted a neuro-fuzzy model to
formulate the predictive model by adopting the identified risk factors to a fuzzy inference
engine which was in turn fed to a neural network model. The model was testing using a
sample dataset. The results of the study revealed that the predictive model was able to achieve
an accuracy of 95%. The study was limited to risk factors that were required for assessing loan
eligibility among farmers. Hasan, Elghareeb, Faragat and AboElfotouh (2021), worked on the
application of fuzzy logic modeling to credit risk modeling for an organization. The variables
considered in this study included information about the personal information of clients and
their loan history alongside non-financial managerial factors. The study generated linguistic
variables from 84 input variables for which 241 inference rules were extracted based on expert
knowledge about the relationship between the variables and credit risk. The model was
validated using sample data from selected organization. The results of the study revealed that
the validation of the performance of the fuzzy logic model achieved an accuracy of 95.3%.

Hasan, Elghareeb, Farahat, and Elfotouh (2021) worked on the application of fuzzy logic
modeling to credit risk modeling in Egypt. The study identified several non-financial factors
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which are relevant for credit risk scoring. Inference rules were generated from the non-
financial factors based on the information provided by the experts at the Bank. The fuzzy
model was implemented as a web-based system following which real-life data was used to
validate its performance. The results of the study revealed that the validation of the
performance of the fuzzy logic model achieved an accuracy of 95.3%. The model is dependent
on human knowledge which may likely be biased thus lacking an objective representation of
relationship between the factors and credit risk.

Kin, Aizam, Hasan, Ariffin and Mahat (2021), worked on the application of fuzzy logic to the
development of a bankruptcy prediction model. The study identified a number of qualitative
factors that are associated with the risk of bankruptcy, namely: industrial risk, management
risk, financial flexibility, credibility, competitiveness and operational risk. The study adopted
the use of 3 trapezoidal fuzzy membership function for representing the linguistic variables:
negative, average and positive. Fuzzy inference rules were generated using the identified
factors. The performance of the model was validated using real-life dataset. The results of the
study revealed that 25 inference rules were generated for the prediction model and the
evaluation showed a performance of 99.2%. The study was focused on assessing bankruptcy
from the perspective of a corporate body.

There is a need to identify the most relevant features that can improve the identification of
loan defaulters using an ensemble of machine learning algorithms, hence this study. This
study is aimed at developing an ensemble model with the purpose of improving the
performance of the predictive model. This ensemble model will be adopted for the
classification of loan defaulters thus reducing errors associated with using traditional machine
learning algorithms.

METHODS AND MATERIALS

Identification and Collection of Loan Defaulters” Dataset

In this study, the various features that were required for the classification of loan defaulters
were identified from related works (month of payment, Age, Occupation e.t.c.) surrounding
the body of knowledge on the assessment of loan defaulters. Table 1 provides a description of
the features that were considered for the classification of loan defaulters. According to the
features identified in the table, it was observed that the features were generally classified into
four main groups, namely: customer profile information, customer credit information,
customer payment information and customer account information. The various features were
stored using values that were either numeric or categorical in nature. As shown in the table,
the study identified seven features including the target class with categorical values and
seventeen features with numeric values.

Historical data containing information about the features that are associated with the

classification of loan defaulters was collected from an online public data repository that was
provided by Kaggle.
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Table 1: Identification of features associated with loan defaulters

Class of Variable Name Label values
Customer Profile Month of payment Categorical (January to August)
Information Age of customer Numeric - Integer type
Occupation Categorical
Annual income (N) Numeric - Float type
Month income (N) Numeric - Float type
Number of bank account Numeric - Integer type
Number of credit cards Numeric - Integer type
Customer Credit Interest rate (%) Numeric - Float type
Information Type of Loan Categorical
Number of Loan Numeric - Integer Type
Changed credit limit Numeric - Float type
Number of credit inquiries Numeric - Integer type
Credit mix Categorical (Poor, Good, Standard)
Outstanding debt (N) Numeric - Float type
Credit utilization ratio Numeric - Float type
Credit history age (in months) Numeric - Integer type
Customer Payment Payment of minimum amount Categorical (Yes, No, No minimum)
Information Delay from due date (in days) Numeric - Integer type
Number of delayed payments Numeric - Integer type
Payment behavior Categorical (Spendings & Payments)
Customer Account Total EMI per month (N) Numeric - Float type
Information Amount invested monthly (N) Numeric - Float type
Monthly balance (N) Numeric - Float type
Target Class Loan Defaulter Categorical (Yes, No)

Method of Data-Preprocessing

This section presents the various libraries that were adopted for the purpose of preprocessing
the dataset that was collected in this study in order to be acceptable by the deep learning
algorithms adopted in this study.

(’ from sklearn.feature selection import mutual info classif
# determine the mutual information
mutual info = mutual info classif(x, y)
mutual info

o mutual info = pd.Series{mutual info)
mutual info.index = x.columns
mutual info.sort wvalues{ascending=False)

Identification of Feature Importance
The dataset was subjected to a feature selection algorithm called the mutual information
metrics for the assessment of feature importance among the identified features in the dataset.
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This task was required for providing insights into the relevance of the features towards the
classification of loan defaulter.

The dataset was split into two such that the input features were stored as x while the target
variable was stored as y. The library sklearn.feature_selection was used to implement the
mutual_info_classify function which was used to implement the features importance from the
dataset.

RESULTS AND DISCUSSION

Result of the Identification and Collection of Data

The study initially identified a number of features that are known to be associated with
the classification of loan defaulters from related works following which data containing
information about the features was collected from credit institutions in Nigeria. The dataset
consists of information about 23 features which were collected from 100000 records. The
dataset consists of information collected from 46826 poor records and 53174 standard records.

Num Delay
Monthly Bank ~ Num from  Numof Changed  Num Credit  Credit Payment Equated  Amount

Annual Inhand Account Credit Interest Numof due Delyed Credit Credit Credit Outstandin Utiization History ofMin  Monthly invested Payment Monthly
Month Age Ocoupation Income Salaiy s Cad Rate  Loan Typeof Loan date Payment Limit Inquides Mix  gDebt  Ratio  Age  Amount Installments monthly Behaviour Balance
lanuary B Scenfist 191412 18443 3 4 3 4 rtoLoan, Credit-Builder Loan, Persongl Loan, and Home Equity Lo 3 T Wy 4 Good BB 8D 265 N A957A4SM 2146538 Small valu 31245.41
February 23 Scientist 191412 1824843 3 4 3 4 roloan, CreditBuilderLoan, Personal Loan, andHome Equitylo. 3 4 1177 4 Good 8088 319496 266 No 4957491 214653 Large value 2846292
Math B Scienfist 191412 18443 3 4 3 4 rtoLoan, Credit-Builder Loan, Persongl Loan, and Home Equity Lo 3 T WW 4 Good B3R BHNM 7 No  A9STAASM 2146538 fedium val 33120.99
April B Scientist 1911412 18443 3 4 3 4 roloan, Credit-Builder Loan, Persongl Loan, andHome Equitylo. 5 4 627 4 Good B0 3L3TEL 268 No 49574921 7146538 Small value 23453
My B Scienfit 191412 18443 3 4 3 4 rtoLoan, Credit-Builder Loan, Persongl Loan, and Home Equity Lo 6 4 1T 4 Good BB MMTMT 29 No  A95TAMSM 246538 dedium val #1489
e B Scientist 191412 18843 3 4 3 4 roloan, Credit-Builder Loan, Personal Loan, andHome Equitylo. & 4 927 4 Good 8038 26D M0 No 49744921 7146538 dedium val MD4752
My B Scienfit 191412 18443 3 4 3 4 rtoLoan, Credit-Builder Loan, Persongl Loan, and Home Equity Lo 3 8 Wy 4 Good BB REBH L Noo 4957445 2146538 Small value 256,53
February 28 Teacher ABTM 303RT 2 4 § 1 Credit-Builder Loan 1 1 78 1 Good 6053 BS034 30 No  13316.21457 39634018 Larpe valus 4458.2
April 28 Teacher MBATH 03T 1 4 ] 1 Credit-Builder Loan 3 3 & 1 Good G003 39B636 32 No 1881620457 39684018 hedium vall 4636762
My 2B Teacher MRATR4 303787 2 4 1] 1 Credit-Builder Loan 3 1 641 1 Good BOS03  MASTAEB B No 1831621457 39634.018 Small value 244867
lmg B Teacher TR ITRT 2 4 ] 1 Cregit-Builder Loan 3 0 34 1 Good G003 BN 3 No 1881620457 39684018 Large valur 4815053
ly B Teacher MaATR4 303787 2 4 1] 1 Credit-Builder Loan 3 4 34 1 Good BOS03  LIIM2 35 NM 18816.21457 39684018 Aedium val 46488.07
August 28 Teacher MATBA 31T 2 4 1] 1 Credit-Builder Loan 3 4 34 1 Good GOS03  325338%6 36 No 1831621457 39634.018 Small value 35607.81
lanuary M Engineer LARMT 1T 1 5 8 3 Auto Loan, Auto Loan, and Not Specified 5 8 1 3 Good 130301 2861675 M3 No 2469923195 1634137 Small valu 1043306
February 34 Engineer LAEHT 121872 1 5 8 3 Auto Loan, Auto Loan, and Not Specified B 6 1 3 Good 130301 ALMBT M4 Noo 69923195 1634137 Small_valu 3988633
Manh 3 Engineer LAEHT 121672 1 3 § 3 Auto Loan, AvtoLoan, and Not Specified 807 Wl 3 Good 13030 5185 15 No 24699231% 1634137 Small valu 7154
Aprl 3 Engineer LARMT 1R 1 5 8 3 Auto Loan, Auto Loan, and Not Specified 8 5 91 3 Good 130301 39501648 26 No 2469923195 1634137 fedium vali 4265134
My M Engineer LAEHT 1METD 1 5 § 3 AutoLoan, AutoLoan, and Not Specified 1 5 11 3 Good 1301 ILIWS N7 Mo 24699231%5 1684137 Large value L0812
June 3 Engineer LARHT 1T 1 ] § 3 Auto Loan, Auto Loan, and Not Specified § [} 1l 3 Good 130301 39783993 M8 No 2469923195 1634137 Aedium val 5639216
January 31 Lawyer 7392346 3984705 4 ] § 0 No Data 10 W4 2 Good 80 9%ME W No 0 1063539 Large velus 7401361
Februay 31 Lawper TRODBM6 S3MS 4 ] § 0 No Data § T WM 1 Good MB0 7% B ONM 0 42635.39 tedium_vali 70393.13
March 31 Lawyer 7392846 538705 4 ] § 0 No Data § T WM 1 God M8 MTINET O3S No 0 4263339 dedium_val 6985108
April 31 Lawper 7390846 S35 4 3 § 0 No Date § T 04 2 Good M0 NNEE B MNo 0 463539 Small value 2706681
May 31 Lawyer 730246 3988705 4 ] § 0 No Data 1 T WM 1 Good M8 %3N OB Mo 0 1063539 Large valus 6509087
June 31 lawyer T2846 98T 4 5 8 0 NoData 1 T 04 2 Good M0 BIBAT M Mo 0 4063559 Large value 63308.02
August 31 Lawyer T30 3984T05 4 ] § 0 No Data § 7 WM 1 Good M0 30¥ W No 0 1063539 Large velus 7962349
lanuary B Lawper L3B07 142B 0 1 8 2 Credit-Builder Loan, and Mortzage Loan 0 3093 1 Good  1M6 2009 367 NM 137RAAG054 86566.338 dedium val 85%46.25
Februay 3 Lawper L3EHT 1M1 0 1 8 2 Credit-Builder Loan, and Mortzage Loan 0 1 B34 Good  BN6 AWM 8 No  137RAAS04 36566388 Small valu SATTE.AS
Mach 3 Lawyer L3B7 10651 0 1 8 2 Credit-Builder Loan, and Mortzage Loan 0 30093 4 Good  BN6 MN[0 K9 NM SUD0ITI 36566388 Large valur 1038569
Apil % Lawper L3EHT 1MG81 0 1 § 1 Credit-Builder Loan, and Mortgage Loan 0 1 8% 4 Good 3SM6 ADGNTS 30 No  SLLZD0.L793 86566.388 dedium val 8931333
May ¥ Lawyer L3B7 1M681 0 1 8 2 Credit-Builder Loan, and Mortzage Loan 0 493 4 Good  BN6 MBI I N SUDNITI 86566388 Large valut 9632548
Wy ¥ Lawper L3718 0 1 § 1 Cregit-Builder Loan, and Mortgage Loan 0 1 9% 4 Good 3SM6 DBMBES 3B Mo 911201793 86566.388 dedium val 3262418
August M Lawyer L3BA7 1M6S1 0 1 8 2 Credit-Builder Loan, and Mortzage Loan 0 1 9% 4 Good BN6 BWPI W No  SUD0ITI 86566388 fedium val 3961113
lanuary B Dodtor  LIEHT 93868 2 5 1 3 Personal Loan, Debt Consolidation Loan, and Auto Loan B 34 3 Good BTH BESH X6 Noo 268927819 21355 Small valu 8023004
February 23 Doctor  LI1EHT 9843368 2 5 i 3 Personal Loan, DebtConsolidation Loan, and Autoloan 14 8 84 3 Good I7TM VRS 57 NM o 26R9L78IS 2122355 Large valu: 785584
Mach 23 Dotor LIE7 94368 2 5 7 3 Personzl Loan, Debt Consolidation Loan, and Auto Loan 1 1 s34 3 Good L7 BMISET B8 NM O 2268927919 2120356 Small alu 71082
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Gy 35 Doctor LIEH7 8384 5 3 B 7 gyloan Autoloan Credit-Bulderloan PaydayLoan Paydeyl 6 10 1209 5 Standand 48N 60606 % Yes 4905743380 85528709 ledium el 6107.68 Standard
Febrogy 25 Doctor LIEWD 966%3 5 3 B T ayloan Autoloan Credit-Bulderloan PaydayLoan Paydeyl 10 7 1209 5 Standad M B3R & Yes 4505743380 355270 ledium vel 6107.69 Standard
Mah % Docor LIEW7 9266363 5 3 83 7 ayloan Autoloan, Credit-BuilderLoan, Paydayloan, Paydyl 10 10 1209 5 Stendad B4 MOOE B VYes 305743386 85325729 Small value 610768 Standard
line % Door LIEW7 966%3 5 3 8 7 eyloan Autoloan, Credit-Bulderloan PaydayLoan, Paydsyl 10 13 1209 7 Stndad 418M WTB0D 90 Yes  AS0S7A.3386 85518728 Large value 4304 Standard
Jly 2% Docor L1EW7 8458884 5 3 B 7 gyloan Autoloan, Credit-uilderloan, PaydayLoan Paydayl 100 10 1205 7 Standard A18M BEBW3 R Yes 129965475 B3528.725 dedium val 3765953 Standard
Mugst 25 Doctor LIEW7 58884 5 3 B3 7 ayloan,Autoloan, Credit-Builderloan, Paydayloan, Paydayl 100 10 1208 7 Standad MM HIMEL B Yes 1298652475 35525728 Larse valu S3055.22 Standard
iy 0 Lawper SRR 40T 5 3 B 2 Mortzage Loan, and Personal Loan 5000 B8 2 Stndad 00831 L0916 10 Yes  B0569.33259 46538148 dedium val 434135 Standard
februgry 20 Lawyer DSGM8 A0M 3 3 B 1 Marigage Loan, and Personal Loan 6 7 B® 1 Standad 100831 2820658 10 Ve 056983299 46338.48 Small valu 3847035 Standard
Mah 10 Lawyer S A0 5 3 B 1 Marigage Loan, and Personal Loan f 1 BB 2 Standad 100831 04TSH 191 Ve 056989299 46338.48 Small value 261716 Standard
Aol W lawyer SRR AT 5 3 B 2 Martgage Loan, and Personal Loan § U B8 2 Sndad 10081 MSM066 192 Yes 056989299 46538.148 Small valu 3812712 Standard
My 20 lawer S M0W 5 3 B 2 Mortgage Loan, and Personal Loan 6 0 BB ) Stndad 0081 MM 18 Ves  B0565.339 46538148 dedium val 43666 Standard
e W lawper S A0TH 5 3 B 1 Mortgage Loan, and Personal Loan I B% 1 Sndad 10081 MNUM 1M Yes 3056983289 46538.148 Small valus 50201 Standard
Jy 0 lawer B M0TH 5 3 B 2 Mortzage Loan, and Personal Loan 6 10 13 2 Stndad 00831 LB099 15 NM B0569.33259 46538148 dedium val M7 Standard
Muwst 2L Lawyer B 40T 5 3 B 2 Mortzage Loan, and Personal Loan 6 10 1% 2 Stndad 0081 BIMBL 196 Ves  B0569.33259 46538148 tedium val 4345418 Standard

Figure 1: Screenshot of loan defaulters dataset

Result of the Simulation and Evaluation of Predictive Models

The result of the simulation of the predictive models using the supervised machine learning
algorithm considered in this study based on the dataset that were generated in this study.
Each of the dataset was split into a training and testing proportion such that the training set
was used to build the predictive models using the deep learning algorithm while the testing
dataset was used to evaluate the performance of the model created by the deep learning
algorithms. Table 2 shows the proportion of the records that were contained in the training
dataset and the testing dataset that was performed over 5 simulations. In simulation 1, 60% of
the dataset was used for training and 40% of the dataset was used for testing the predictive
model for each dataset using the deep learning algorithms such that 60000 records were used
to build the predictive model following which the model was validated using 40000 records
in the test set. In simulation 2, 70% of the dataset was used for training and 30% of the dataset
was used for testing the predictive model for each dataset using the deep learning algorithms
such that 70000 records were used to build the predictive model following which the model
was validated using 30000 records in the test set. In simulation 3, 80% of the dataset was used
for training and 20% of the dataset was used for testing the predictive model for each dataset
using the deep learning algorithms such that 80000 records were used to build the predictive
model following which the model was validated using 20000 records in the test set.

Table 1: Results of the number of records stored in the training and testing records

Simulation Runs Train Data Test Data
Simulation# Standard Poor Total Standard Poor Total
(Train/Test Proportion)

Simulation1 (60/40) 33104 26896 60000 20070 19930 40000
Simulation2 (70/30) 38210 31790 70000 14964 15036 30000
Simulation3 (80/20) 43244 36756 80000 9930 10070 20000

Results of the Evaluation of the Predictive Model

The results of the evaluation of the predictive models that were generated across the five
simulations based on the machine learning and ensemble modeling technique that was
adopted in this study. The results are presented for each simulation following which the
results of the performance of the algorithms were presented.

Evaluation of predictive models in simulation 1

As stated earlier, simulation 1 was validated using a dataset that composed of 40% of the
dataset and consisted of 20070 standard and 19930 poor records. Figure 3 shows the confusion
matrices that were used to interpret the results of the evaluation of the ensemble learning
models adopted in simulation 1 based on the test dataset. Using LightGBM classifier, it was
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observed that 20069 out of the 20070 standard records were correctly classified and all 19930
poor records were correctly classified owing to an accuracy of 99.99%. The results revealed
that the LightGBM classified showed good performance.

confusion matrix

20069

Actual
Standard
1

Poor

| I
Standard Poor

Predicted
Figure 3: Confusion matrices for the evaluation of LightGBM for simulation 1.

Evaluation of predictive models in simulation 2

As stated earlier, simulation 2 was validated using a dataset that composed of 30% of the
dataset and consisted of 14964 standard and 15036 poor records. Figure 4. shows the confusion
matrices that were used to interpret the results of the evaluation of both ensemble learning
model adopted in simulation 2 based on the test dataset. Using LightGBM classifier, it was
observed that all the 14964 standard records were correctly classified and all 15036 poor
records were correctly classified owing to an accuracy of 100.00%. The results revealed that
the LightGBM performed better than the simulation 1.

confusion matrix

14964

Standard
]

Actual

15036

Poor

]
Standard Poor

Predicted
Figure 4: Confusion matrice for the evaluation of LightGBM for simulation 2.

Evaluation of predictive models in simulation 3

As stated earlier, simulation 3 was validated using a dataset that composed of 10% of the
dataset and consisted of 9930 standard and 10070 poor records. Figure 5. shows the confusion
matrice that was used to interpret the results of the evaluation of ensemble learning model
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adopted in simulation 3 based on the test dataset. Using LightGBM classifier, it was observed
that all the 9930 standard records were correctly classified and all 10070 poor records were
correctly classified owing to an accuracy of 100.00%.. The results revealed that the LightGBM
classified showed good performance.

confusion matrix

9930

Standard
1

Actual

10070

Poor

]
Standard Poor

Predicted
Figure 5: Confusion matrice for the evaluation of LightGBM for simulation 3.
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Table 2: Results of the evaluation of the predictive models across five simulations based on
performance metrics.

Simulation# Ensemble Model Number Accuracy Precision Recall Fl-score

(Train/Test correctly (%) Standard Poor Standard Poor Standard Poor

Proportion) classified

Simulation 1 LightGBM 39999 99.99 1.000 1.000 1.000 1.000 1.000 1.000
(60/40)

Simulation 2 LightGBM 30000 100.00 1.000 1.000 1.000 1.000 1.000 1.000
(70/30)

Simulation 3 LightGBM 20000 100.00 1.000 1.000 1.000 1.000 1.000 1.000
(80/20)

DISCUSSION OF RESULTS

This section presents the discussion of the results of the various analyses that were performed
in this study for the development of a predictive model required for the classification of loan
defaulters among customers. The study revealed that the ensemble learning model that was
adopted in this study achieved very accurate results and proved to be more objective than
subjective rule-based models as proposed by Iwasokun, and Olojo, (2022). And proved to
show better performance compared to the study by Hasan, Elghareeb, Faragat and
AboElfotouh (2021). Unlike the approach that was made in the study by Hasan, Elghareeb,
Farahat, and Elfotouh (2021); this study tried to assess the relative level of importance of the
features that were identified to be associated with the classification of loan defaulters among
customers seeking loans.

CONCLUSION

It was revealed in this study that information collected from a number of limited features can
be used as a basis for the classification of the loan defaulters among customers. The study
identified that each feature had a relative importance to one another regarding their
usefulness in the classification of loan defaulters among customers seeking for loan. The study
concluded that ensemble models are very effective in the classification of the academic
performance of the student.
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