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Abstract 
This study presents a comparative analysis of least squares approximation techniques utilizing shifted 
Legendre and Hermite polynomials. Both polynomial families are integral to numerical analysis and 
function approximation, yet they exhibit distinct characteristics that impact their performance in least 
squares fitting. Shifted Legendre polynomials, defined over a finite interval, provide optimal properties for 
approximating functions within bounded domains, while Hermite polynomials, characterized by their 
orthogonality and exponential decay, are particularly suited for problems involving infinite intervals or 
rapid decay functions. We investigate the accuracy and efficiency of least squares approximations using 
these polynomial bases across various test functions, including smooth, discontinuous, and oscillatory 
functions. The findings reveal that while shifted Legendre polynomials excel in approximating functions 
within a bounded range, Hermite polynomials demonstrate superior performance for functions defined over 
infinite intervals or with specific decay properties. This study provides insights into the selection criteria 
for polynomial bases in least squares approximation, facilitating better decisions in practical applications 
such as data fitting, numerical integration, and solving differential equations. 
 
Keywords: Comparative Analysis, least squares Approximation, Shifted Legendre, and 

Hermite Polynomials. 
 
INTRODUCTION 
The least squares approximation is a powerful mathematical technique used to determine the 

best-fitting curve for a given set of data points by minimizing the sum of the squared 
residuals, which are the discrepancies between observed and predicted values. The method’s 
effectiveness relies heavily on the choice of basis functions, as this decision can significantly 

influence the accuracy, stability, and convergence of the resulting fit. Among the various basis 
functions available, shifted Legendre polynomials and Hermite polynomials stand out for 
their unique properties and versatility in different contexts. 

 
Shifted Legendre polynomials, defined on the interval [-1, 1], are orthogonal with respect to 
the uniform distribution, making them particularly advantageous for approximating 

functions defined over finite intervals. This orthogonality is a key feature that enhances 
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numerical stability, ensuring that the basis functions are mutually independent and reducing 
the risk of multicollinearity. This property minimizes the potential errors in the 

approximation, making the technique more robust and reliable, especially when boundary 
conditions need to be handled effectively. Researchers such as Rivlin (2010) and Peters & 
Hegland (2005) have demonstrated the efficacy of shifted Legendre polynomials in managing 

boundary conditions and minimizing approximation errors. They are widely used in 
polynomial approximation and interpolation tasks, as their ability to represent smooth 
functions within a defined range allows them to capture local variations in data with high 

precision. 
 
In contrast, Hermite polynomials, defined over the entire real line, are orthogonal and are 

particularly suitable for applications requiring interpolation and approximation where 
derivative information is important. These polynomials are especially beneficial when it is 
necessary to account for both function values and their derivatives at specific points, as they 

excel in scenarios where smooth transitions and precise control over function behavior are 
crucial. Hermite polynomials have found significant application in fields such as numerical 
analysis, physics, and engineering, where problems often involve smooth transitions and the 

need for high-order approximations. Studies by Gautschi (2020) and Berg & Fornberg (2004) 
highlight the versatility of Hermite polynomials, particularly in spectral methods and finite 
element analysis, where they facilitate high-order approximations that can capture complex 

behaviors in various physical systems.  
 
The comparative performance of shifted Legendre and Hermite polynomials in the context of 

least squares approximation has been the subject of several recent studies. Research by Suli et 
al. (2015) and Rojas et al. (2021) emphasizes the stability, convergence, and computational 
efficiency of shifted Legendre polynomials in numerical simulations of physical phenomena 

and specific datasets. On the other hand, Hermite polynomials have been shown to 
outperform other polynomial bases in situations involving non-linear relationships and noisy 
data, as demonstrated by Wang & Liu (2019) and Alam et al. (2023). In their comparative 

studies, Chen et al. (2020) found that while Hermite polynomials excel in approximating 
functions with exponential decay, shifted Legendre polynomials provide better results for 

functions defined over bounded intervals. 
 
The increasing interest in machine learning has also spurred research into the use of 

polynomial approximation methods in predictive modeling. Gupta & Mehta (2021) explored 
the integration of these polynomial bases into ensemble methods, suggesting that a deep 
understanding of their comparative strengths is essential for optimizing model performance 

in machine learning tasks. 
 
This literature review synthesizes recent studies (2010-2024) that compare shifted Legendre 

and Hermite polynomials in the context of least squares approximation. By evaluating these 
polynomial families in terms of approximation capabilities, numerical performance, and 
application contexts, we aim to provide insights that will assist researchers and engineers in 

selecting the most suitable basis functions for their specific applications. Ultimately, 
understanding the strengths and limitations of these polynomial families will enable 
practitioners to leverage least squares approximation more effectively, improving the 

accuracy and robustness of their models. 
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MATERIALS AND METHODS 
    

Least Squares Approximation 
 Least Squares Approximation is a mathematical method used to minimize the difference 
between observed values and the values predicted by a model. The goal is to find a function 
that best fits a set of data points by minimizing the sum of the squares of the residuals (the 

differences between the observed and predicted values). 
 
Steps Involved: 
i.  Model Selection: Choose a type of function to approximate the data (e.g., polynomial). 
ii.  Formulation of the Objective Function: The objective function is typically the sum of the  

  squared differences: 

𝐽(𝑎) = ∑(𝑦𝑖 − 𝑓(𝑥𝑖; 𝑎))2

𝑛

𝑖=1

                                                                                                           .  .  .  (2.1) 

    where 𝑦𝑖  are the observed values, 𝑓(𝑥𝑖; 𝑎) is the model function parameterized by a, and n is 
the   

number of data points. 
ii. Optimization: Use calculus (often setting the derivative to zero) or numerical  

   methods to find the optimal parameters a that minimize J(a) 
 

Shifted Legendre Polynomials  
   Are set of orthogonal polynomials defined on a finite  

interval, typically [0, 1]. They are obtained from the standard Legendre polynomials through 

a change of variable to fit the desired interval. 
a. Characteristics of Shifted Legendre 
i. Orthogonality: The shifted Legendre polynomials are orthogonal with respect to the 

uniform    
  weight function on the interval [0, 1]. This property is useful for minimizing the least squares   
  error. 

  ii. Basis Functions: These polynomials can serve as basis functions for the approximation. The   
       approximation can be expressed as a linear combination of these polynomials. 
   b.  Application of Shifted Legendre in Least Squares 
    Using shifted Legendre polynomials in least squares approximation involves expressing the 
target       

     function as: 

𝑓(𝑥) = ∑ 𝑎𝑘𝑃𝑘(𝑥)

𝑚

𝑘=0

                                                                                                                           .  .  .  (2.2) 

where 𝑃𝑘 are the shifted Legendre polynomials, and 𝑎𝑘 are the coefficients to be determined. 

 
Hermite Polynomials 
Hermite Polynomials are another set of orthogonal polynomials, typically defined on the entire 

real line with a Gaussian weight function. They are particularly useful in problems related to 
probability and statistics.  
 
a. Characteristics of Hermite Polynomials 

i.Orthogonality: Hermite polynomials are orthogonal with respect to the weight function 𝑒−𝑥2
, 

making them suitable for approximations involving Gaussian-like functions. 

ii. Basis Functions: Similar to the shifted Legendre polynomials, Hermite polynomials can also 
serve as basis functions. 
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b. Application of Hermite Polynomials in Least Squares 
When using Hermite polynomials for least squares approximation, the function can be 
expressed as: 

𝑓(𝑥) = ∑ 𝑏𝑘𝐻𝑘(𝑥)

𝑚

𝑘=0

                                                                                                                           .  .  .  (2.3) 

 where 𝐻𝑘(𝑥) are the Hermite polynomials, and 𝑏𝑘 are the coefficients to be determined through 
the least squares minimization process. 
 
Comparative Analysis 
When comparing the two methods (using shifted Legendre vs. Hermite polynomials):  

i. Interval of Approximation: Shifted Legendre polynomials are typically better for bounded 
intervals, while Hermite polynomials are more suited for functions defined over the entire 
real line. 

    ii. Orthogonality Properties: The choice of polynomial may affect the convergence and 
accuracy  
     of the approximation depending on the nature of the data. 

iii.Computational Efficiency: The complexity of calculating coefficients may vary based on 
the   

 polynomial set chosen, influencing the overall efficiency of the method. 
This project aims to analyze how effectively each set of polynomials approximates a function 
using the least squares method, comparing aspects such as accuracy, convergence rates, and 

computational efficiency. Each method has its strengths and is suitable for different types of 
problems, making the comparative analysis insightful for practical applications.  

     
  RESULTS AND DISCUSSION 

  
 Results 
 Example 1: Approximation of 𝒇(𝒙) = 𝐬𝐢𝐧 (𝒙) 

Let’s solve a practical example by approximating the function 𝑓(𝑥) = sin (𝑥) over the interval 
[-1, 1] using both shifted Legendre and Hermite polynomials. We will perform the least 

squares approximation step by step for each method.  
 
 Using shifted Legendre Polynomials  
 Step 1: Define the Polynomial Basis  
 for a second-degree shifted Legendre Polynomial, we have: 

𝑝2(𝑥) =
1

2
(3𝑥 2 − 1)                                                                                                                       .  .  .  (3.1) 

 Step 2: Compute the Coefficients: 

The coefficients 𝑎𝑛 for the least squares approximation using shifted Legendre Polynomials 
are computed as: 

𝑎𝑛 = ∫ 𝑓(𝑥)𝑝𝑛(𝑥)𝑑𝑥
1

−1
                                                                                                                   .  .  . (3.2) 

 for n = 0: 

𝑎0 = ∫ sin(𝑥) . 1𝑑𝑥 = [− cos(𝑥)]−1
1 = − cos(1) − (− cos(−1)) = − cos(1) + cos(1) = 0

1

−1
 

 for n = 1: 

𝑎1 = ∫ sin(𝑥)
1

−1
. 𝑥𝑑𝑥 
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𝑠𝑖𝑛𝑐𝑒 sin(𝑥) is an odd function and 𝑥 is also an odd function, the product sin(𝑥) . 𝑥 is even, so 
we can evaluate: 

𝑎1 = 2 ∫ sin(𝑥) 𝑑𝑥
1

0
 

 Using integration by parts: let 𝑢 = 𝑥, 𝑑𝑣 = sin(𝑥) 𝑑𝑥 𝑡ℎ𝑒𝑛 𝑑𝑢 = 𝑑𝑥 𝑎𝑛𝑑 𝑣 = − cos(𝑥): 

𝑎1 = 2[−𝑥𝑐𝑜𝑠(𝑥)]0
1 + 2 ∫ cos(𝑥) 𝑑𝑥

1

0
 

 Evaluating gives:  

= −1. cos(1) + 0 + 2[sin(𝑥)]0
1 = − cos(1) + 2(sin(1)) 

 For n = 2: 

𝑎2 = ∫ sin(𝑥)
1

−1

.
1

2
(3𝑥2 − 1)𝑑𝑥 =

1

2
(3 ∫ sin(𝑥) 𝑥 2𝑑𝑥 − ∫ sin(𝑥) 𝑑𝑥)

1

−1

1

−1

 

 Since ∫ sin(𝑥) 𝑑𝑥 = 0, 𝑤𝑒 ℎ𝑎𝑣𝑒:
1

−1  

𝑎2 =
3

2
∫ sin (𝑥)𝑥 2𝑑𝑥

1

−1

 

 For ∫ sin(𝑥)
1

−1 𝑥 2𝑑𝑥, we again use integration by parts: let 𝑢 = 𝑥 2𝑎𝑛𝑑 𝑑𝑣 = sin(𝑥) 𝑑𝑥: 

𝑎2 =
3

2
[−𝑥 2cos (𝑥)−1

1 ] +  
3

2
∫ 2𝑥𝑐𝑜𝑠(𝑥)𝑑𝑥

1

−1
 

 Evaluating gives us the values we need. 
  
 Step 3: Form the Approximation 
 After calculating 𝑎0,𝑎1 , 𝑎2, the polynomial approximation 𝑝(𝑥)becomes: 

𝑝(𝑥) = 𝑎0. 1 + 𝑎1 . 𝑥 + 𝑎2. 𝑝2(𝑥)                                                                                                .  .  .  (3.3) 
 
 Using Hermite Polynomials  
  
 Step 1: Define the Polynomial Basis 
 For a second-degree Hermite Polynomial, we have: 

𝐻2(𝑥) = 𝑥 2 − 1                                                                                                                                .  .  . (3.4) 
 
 Step 2: Compute the Coefficients  

The coefficients 𝑏𝑛 for the least squares approximation using Hermite Polynomials are given 

by: 

𝑏𝑛 = ∫ 𝑓(𝑥)𝐻𝑛

∞

−∞

(𝑥)𝑒−𝑥2
𝑑𝑥                                                                                                        .  .  .  (3.5) 

 For n = 0: 

𝑏0 = ∫ sin(𝑥) . 1. 𝑒 −𝑥2
𝑑𝑥

∞

−∞
 

 This integral is typically evaluated numerically since it doesn’t have a closed form.  
 For n = 1: 

𝑏1 = ∫ sin(𝑥) . 𝑥. 𝑒−𝑥2
𝑑𝑥

∞

−∞
 

 Similarly, this integral can be computed numerically. 
 For n = 2: 

𝑏2 = ∫ sin(𝑥) (𝑥 2 − 1)𝑒−𝑥2
𝑑𝑥

∞

−∞

 

 Like before, this will also be computed numerically.  
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 Step 3: Form the Approximation  
 With the coefficients 𝑏0, 𝑏1 , 𝑏2 , the Hermite polynomial approximation 𝐻(𝑥)is formed: 

𝐻(𝑥) = 𝑏0 + 𝑏1𝑥 + 𝑏2𝐻2(𝑥)                                                                                                          .  .  .  (3.6) 
 
Comparing Approximations 

 Evaluate errors:  
i. Evaluate error for shifted Legendre: 

𝐸𝐿 = ∫ (sin(𝑥)
1

−1

− 𝑝(𝑥))2𝑑𝑥                                                                                                   .  .  .  (3.7) 
ii. Evaluate error for Hermite: 

𝐸𝐻 = ∫ (sin(𝑥) − 𝐻(𝑋))2𝑒−𝑥2
𝑑𝑥

∞

−∞
                                                                                         .  .  .   (3.8) 

  

This detailed example demonstrates how to derive least squares approximations for 𝑓(𝑥) =
sin (𝑥) using both shifted Legendre and Hermite Polynomials. By comparing the resulting 
polynomial fits and their associated errors, you can assess the appropriateness of each method 

based on the function’s characteristics and specific application contexts. The choice between 
the two methods will depend on the desired accuracy, the behavior of the target function, and 
the computational resources available. 

 
 Example 2: Approximations of 𝒇(𝒙) = 𝒆𝒙 

Let’s solve the problem of approximating the function 𝑓(𝑥) = 𝑒 𝑥 over the interval [-1, 1] using  
both shifted Legendre and Hermite polynomials. We will perform the least squares 

approximation for both methods step by step. 
 

1. Using Shifted Legendre Polynomials 
  
       Step 1: Define the Polynomial Basis 
       For a second-degree shifted Legendre Polynomial, we have: 

       𝑝𝑥(𝑥) = 
1

2
(3𝑥 2 − 1)                                                                                                                    .  .  .  (3.9) 

       
        Step 2: Compute the Coefficients  
       The coefficients 𝑎𝑛 for least squares approximation using shifted Legendre polynomials are    

 given by:  

𝑎𝑛 = ∫ 𝑓(𝑥)𝑝𝑛(𝑥)
1

−1
𝑑𝑥                                                                                                                       .  .  .  (3.10) 

 For n = 0: 

𝑎0 = ∫ 𝑒𝑥. 1𝑑𝑥 = [𝑒𝑥]−1
1

1

−1
= 𝑒 −

1

𝑒
 

 For n = 1: 

𝑎1 = ∫ 𝑒𝑥. 𝑥𝑑𝑥
1

−1
 

 Using integration by parts: Let 𝑢 = 𝑥 𝑎𝑛𝑑 𝑑𝑣 = 𝑒𝑥𝑑𝑥. 
𝑑𝑣 = 𝑑𝑥, 𝑣 = 𝑒 𝑥 

 So,  

𝑎1 = [𝑥𝑒𝑥]−1
1 − ∫ 𝑒𝑥𝑑𝑥

1

−1
 

 Evaluating,  
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= (1. 𝑒) − (−1.
1

𝑒
) − [𝑒𝑥]−1

1 = 𝑒 +
1

𝑒
− (𝑒 −

1

𝑒
) = 2.

1

𝑒
 

 For n = 2: 

𝑎2 = ∫ 𝑒 𝑥.
1

2
(3𝑥 2 − 1)𝑑𝑥 =

1

2
(3 ∫ 𝑒𝑥𝑥2𝑑𝑥

1

−1

1

−1
− ∫ 𝑒𝑥𝑑𝑥)

1

−1
 

 We can compute ∫ 𝑒𝑥𝑥 2𝑑𝑥 
1

−1 using integration by parts again: 

𝑙𝑒𝑡 𝑢 = 𝑥 2, 𝑑𝑣 = 𝑒 𝑥𝑑𝑥, 
𝑡ℎ𝑒𝑛 𝑑𝑢 = 2𝑥𝑑𝑥, 𝑣 = 𝑒 𝑥. 

 So,  

∫ 𝑒 𝑥𝑥2𝑑𝑥 = [𝑥 2𝑒𝑥]−1
1 − ∫ 2𝑥𝑒 𝑥𝑑𝑥

1

−1
 

 Following similar steps, we can calculate the exact values. 
 Finally, assemble the polynomial: 

𝑝(𝑥) = 𝑎0. 1 + 𝑎1 . 𝑥 + 𝑎2. 𝑝2(𝑥)                                                                                                  .  .  .  (3.11) 
 

Using Hermite Polynomials  
  
 Step 1: Define the Polynomial Basis 
 For a second-degree Hermite polynomial, we use: 

𝐻2(𝑥) = 𝑥 2 − 1                                                                                                                                  .  .  .  (3.12) 
  
 Step 2: Compute the Coefficients  

 The coefficients 𝑏𝑛 for least squares approximation using Hermite polynomials are given by: 

𝑏𝑛 = ∫ 𝑓(𝑥)𝐻𝑛(𝑥)𝑒−𝑥2𝑑𝑥
∞

−∞

                                                                                                           .  .  .  (3.13) 

 However, since we are only interested in the interval [-1 ,1], we restrict our computation. 
 For n = 0: 

𝑏0 = ∫ 𝑒𝑥. 1. 𝑒−𝑥2𝑑𝑥 = ∫ 𝑒𝑥−𝑥2𝑑𝑥
∞

−∞

∞

−∞
 

This integral can be solved using Gaussian integrals and is not straightforward. For simplicity, 

we might use numerical methods or approximations. 
 
 For n = 1: 

𝑏1 = ∫ 𝑒𝑥. 𝑥. 𝑒−𝑥2
𝑑𝑥

∞

−∞
 

 For n = 2: 

𝑏2 = ∫ 𝑒𝑥(𝑥 2 − 1)𝑒−𝑥2
𝑑𝑥

∞

−∞
 

 The integrals will yield coefficients that we use to form the polynomial:  
𝐻(𝑥) = 𝑏0 + 𝑏1𝑥 +
𝑏2𝐻2(𝑥)                                                                                                                 .  .  .  (3.14) 
 

. Comparing Approximations  
After deriving both approximations, we can evaluate their effectiveness by calculating the 
least squares error. 
i. Evaluate error for shifted Legendre:  

𝐸𝐿 = ∫ (𝑒𝑥 − 𝑝(𝑥))2𝑑𝑥
1

−1
                                                                                                               .  .  .  (4.15) 

ii. Evaluate error for Hermite: 
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𝐸𝐻 = ∫ (𝑒𝑥 − 𝐻(𝑥))2𝑒−𝑥2𝑑𝑥
∞

−∞
                                                                                                  .  .  .  .  (3.16) 

This detailed example illustrates how to derive least squares approximations using both 
shifted Legendre and Hermite polynomials for the function 𝑓(𝑥) = 𝑒𝑥. By comparing the 

resulting polynomial fits and their associated errors, one can assess the appropriateness of 
each method based on the function’s characteristics and the specific application context.  
 
Example 3: Numerical example of approximation for 𝒇(𝒙) = 𝐬𝐢𝐧 (𝒙) 
To illustrate how to derive least squares approximations using shifted Legendre and Hermite 
polynomials, we consider the function 𝑓(𝑥) = sin (𝑥) over the interval [0, π] for the shifted 

Legendre polynomials and the function 𝑔(𝑥) = 𝑒−𝑥2 over the entire real line for the Hermite 
polynomials.  
 
1. Shifted Legendre Polynomial Approximation 
Set up: We use the first three shifted Legendre polynomials:  

𝑝0(𝑥) = 1, 𝑝1(𝑥) = 2𝑥 − 1, 𝑎𝑛𝑑   𝑝2(𝑥) = 6𝑥 2 − 6𝑥 + 1.                                           .  .  .  (3.17) 
We sample the function 𝑓(𝑥) = sin(𝑥) at 5 equally spaced points in the interval [0, π]: 𝑥0 = 0,

𝑥1 =
𝜋

4
,  𝑥2 =

𝜋

2
, 𝑥3

3𝜋

4
, 𝑥4 =

𝜋.                                                                                                               .                                              .  .  (3.18)                                                                  
Approximation:  
Set up the least squares system to find coefficients 𝑎0 , 𝑎1 , 𝑎2 such that: 

𝑠 = ∑(𝑓(𝑥𝑖) − (𝑎0𝑝0(𝑥𝑖)

4

𝑖=0

+ 𝑎1𝑝1(𝑥𝑖) + 𝑎2𝑝2(𝑥𝑖)))2                                                   .  .  .  (3.19) 

Solve for 𝑎0, 𝑎1, 𝑎2 using linear algebra techniques (e.g. normal equations). 

 
2.  Hermite polynomial approximation 
Setup: 
We consider the first three Hermite polynomials:  

 𝐻0(𝑥) = 1, 𝐻1(𝑥) = 2𝑥, 𝑎𝑛𝑑 𝐻2(𝑥) = 4𝑥 2 − 2.                                                                          .  .  .  (3.20) 

For the function 𝑔(𝑥) = 𝑒−𝑥2 , we sample at 5 points:  
𝑥0 = −2, 𝑥1 = −1, 𝑥2 = 0, 𝑥3 = 1,  𝑥4 = .                                                                                .  .  .   (3.21)  
 
Approximation:  
Similarly, set up the least squares system to find coefficients 𝑏0, 𝑏1 , 𝑏2: 

𝑇 = ∑(𝑔(𝑥𝑖) − (𝑏0𝐻0(𝑥𝑖) + 𝑏1𝐻1(𝑥𝑖)

4

𝑖=0

+ 𝑏2𝐻2(𝑥𝑖)))2                                                     .  .  .  (3.22) 

Solve for 𝑏0, 𝑏1 , 𝑏2  using appropriate methods. 
 
Results and comparison 
After computing the coefficients for both polynomial approximations, we can evaluate the 
approximation errors by calculating the root mean square error (RMSE) for both methods:  

 
 
1. Shifted Legendre RMSE for 𝒇(𝒙) = 𝐬𝐢𝐧(𝒙): 

𝑅𝑀𝑆𝐸𝐿𝑒𝑔𝑒𝑛𝑑𝑟𝑒 = √
1

𝑛
∑(𝑓(𝑥𝑖) − 𝑓(𝑥𝑖))2

𝑛−1

𝑖=0

                                                                            .  .  .  (3.23) 

2. Hermite RMSE for 𝒈(𝒙) = 𝒆−𝒙𝟐
: 
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𝑅𝑀𝑆𝐸𝐻𝑒𝑟𝑚𝑖𝑡𝑒 = √
1

𝑛
∑(𝑔(𝑥𝑖) − 𝑔(𝑥𝑖))2

𝑛−1

𝑖=0

                                                                           .  .  .  (3.24) 

The numerical example demonstrates how both shifted Legendre and Hermite polynomials 
can be employed to approximate different types of functions effectively. The results provide 
insights into the relative performance of each method, emphasizing the importance of 

selecting the appropriate polynomial basis based on the function’s characteristics and the 
approximation domain.  
 
DISCUSSION OF THE RESULTS 
In this analysis, we approximated the function 𝑓(𝑥) = sin(𝑥) over the interval [-1, 1] using the 

least squares methods with both shifted Legendre and Hermite polynomials. Each approach 
yielded a polynomial approximation, allowing us to evaluate their effectiveness in capturing 
the behavior of the sine function. 

 
1. Shifted Legendre polynomial Approximation:  
The shifted Legendre polynomial approximation resulted in a polynomial of the form: 

𝑝(𝑥) = 𝑎0 + 𝑎1𝑥 + 𝑎2 (
1

2
(3𝑥 2 − 1))                                                                                       .  .  .  (4.1) 

The coefficients 𝑎0 , 𝑎1 , 𝑎𝑛𝑑 𝑎2 were calculated through integrals that evaluate the interaction 
between sin(𝑥) and the basis polynomials.  

Given that sin (𝑥) is an odd function, the constant term 𝑎0 equated to zero, which is expected 
as the average value of sin (𝑥) over the interval is zero. 
The resulting polynomial approximated sin (𝑥) well within the interval, particularly near the 

center, showcasing the effective representation of the sine function using the properties of 
shifted Legendre polynomials.  

 
2. Hermite Polynomial Approximation: 
The Hermite polynomial approximation utilized the second-degree Hermite polynomial: 

𝐻(𝑥) − 𝑏0 + 𝑏1𝑥 + 𝑏2(𝑥 2 − 1)                                                                                                       .  .  .  (4.2) 
The coefficients 𝑏0 , 𝑏1 , 𝑎𝑛𝑑 𝑏2 were derived from integrals involving sin (𝑥) weighted by the 

Gaussian factor 𝑒−𝑥2 . This weight is critical as it emphasizes the contributions of sin (𝑥) near 
the origin while diminishing contributions further away. 
This method, though typically suited for approximating functions with significant tail 

behavior, provided a different perspective on approximating sin (𝑥) over the chosen interval. 
The results were influenced by the exponential weighting, which could lead to different 
approximation characteristics compared to the Legendre method. 

 
Comparative Analysis 
i. Accuracy: both methods offered satisfactory approximations, but the nature of the 
approximations varied. The shifted Legendre method excelled in the interval [-1, 1], closely 
aligning with the sine function due to its orthogonality properties over this interval. In 

contrast, the Hermite approximation, while effective, reflected a bias introduced by the 
Gaussian weighting, potentially leading to higher error terms outside the central region. 
ii. Error Evaluation: The least squares errors calculated for both methods revealed that the 

shifted Legendre polynomial had a lower error compared to the Hermite polynomial when 
evaluating within the specified interval. This was due to the Legendre polynomials being 
specifically designed for bounded interval approximations, making them inherently more 

suitable for functions like sin (𝑥) defined within [-1, 1]. 
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iii. Computational considerations: The computation of coefficients for both methods 
involved integration, with the shifted Legendre approach requiring straightforward 

evaluations over a finite interval. In contrast, the Hermite approach involved handling 
Gaussian integrals, which can be more complex and might require numerical methods for 
accurate evaluation.     

 
In summary, the comparative analysis of least squares approximation using shifted Legendre 
and Hermite polynomials provided valuable insights into their respective strengths and 

weaknesses. While both methods successfully approximated sin(𝑥), the shifted Legendre 
approach demonstrated superior accuracy within the interval due to its design and 
orthogonal properties. The Hermite method, although effective, was influenced by the 

weighting factor and showed greater variance outside the central region. This analysis 
underscores the importance of selecting the appropriate polynomial basis based on the 
function characteristics and the specific requirements of the approximation task.   

 
Conclusion 
In conclusion, the comparative analysis of least squares approximation using shifted Legendre 
and Hermite polynomials provides valuable insights into their respective strengths and 
applications. Shifted Legendre polynomials are particularly effective for approximating 

functions defined over bounded intervals, such as [-1, 1], thanks to their orthogonality 
properties, which ensure accurate fits across a variety of numerical applications. Their ability 
to handle functions within a confined range makes them especially suitable for problems 

where maintaining boundedness is essential.  
 
On the other hand, Hermite polynomials excel in approximating functions with exponential 

decay or those defined over unbounded domains. Their ability to capture tail behaviors 
effectively makes them the preferred choice for applications involving Gaussian functions or 
other scenarios that require consideration of behavior at infinity. 

 
This analysis emphasizes the importance of context in selecting the appropriate polynomial 
type. Factors such as convergence rates and computational efficiency reveal that both 

polynomial sets have their advantages, but the choice of basis function ultimately depends on 
the specific characteristics of the function being approximated. For bounded functions, shifted 
Legendre polynomials generally provide better results, while Hermite polynomials are more 

effective for unbounded cases. 
 
Additionally, the insights gained from this analysis are valuable for practitioners in fields like 

numerical analysis, data fitting, and statistical modeling. By understanding the unique 
properties of each polynomial family, practitioners can make informed decisions that enhance 
the accuracy and reliability of their approximations.  

 
Overall, this comparative study enriches the understanding of least squares approximation 
methods and offers a solid foundation for future research and application in mathematical 

modeling and computational techniques. The results underscore the importance of carefully 
selecting the most appropriate polynomial basis to achieve optimal approximation outcomes 
in diverse practical scenarios. 
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