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Abstract 

One of the potentially fatal conditions impacting a person's general health and brain function is a brain tumor. Early-stage brain 

tumor identification and classification accuracy is critical to saving lives. One of the most popular methods used in the medical 

field to classify brain tumors is deep learning. Nevertheless, current deep learning methods are insufficiently effective in precisely 

categorizing the various stages of brain cancers. In this study, Ensemble Learning with Deep Convolutional Long Short-Term 

Memory (EL-DCLSTM) was proposed to categorize multiple grades of brain tumors accurately. The first step in the suggested 

methodology is the acquisition and preparation of brain MRI data. As a result, the enhanced U-Net method was used for the 

segmentation stage in order to extract the region of interest from the previously processed images. In addition, the Firefly-optimized 

ResNet architecture was used for feature extraction, which involved selecting and extracting the most pertinent features for classifier 

training from the segmented images. The suggested EL-DCLSTM was applied for brain tumor classification after feature extraction. 

The system can accurately manage fluctuations in MRI data thanks to the DCLSTM design, which combines the effectiveness of 

convolutional and LSTM layers for capturing both spatial and temporal properties in the MRI images. However, ensemble learning 

generates the final classification results by aggregating the predictions from individual DCLSTM models that were trained on the 

extracted feature set's feature subsets. The suggested approach obtained better accuracy of 0.98172 and 0.99138 for 70% and 80% 

training ratios, according to the experimental results.  
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Introduction  

Nowadays, brain tumors are among the most dangerous 

illnesses that impact millions of individuals globally.  [1]. The 

aggregate properties of the aberrant brain cells are the main 

cause of brain tumors. Brain tumors usually progress through 

two stages: primary and secondary.  [2]. Because the tumor is 

small at the first stage, it is referred to as "benign" in biology. 

However, in the secondary stage, the tumors grow larger and 

begin to spread to other parts of the body. In terms of biology, 

this stage is called "malignant." According to a study by the 

National Brain Tumor Society of the United States of America 

(USA), brain tumor disease affects about 700,000 people. [3]. 

Of these, malignant disorders affect the remaining 69.8% of 

cases, which are benign. The fact that just 36% of the patients 

survived was brought to light in this report. Additionally, it 

showed that the number of people affected by brain tumors rose 

from 87,000 in 2020 to 84,170 in 2021. [4]. Furthermore, it was 

noted that persons over 40 experience the majority of these 

causes (69,950). The brain tumor is further classified into two 

stages, High-Grade Glioma (HGG) and Low-Grade Glioma 
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(LGG), in accordance with the high death rate. It should be 

mentioned that the survival rate of LGG is higher than that of 

HGG.  [5]. On the other hand, the patients' ability to survive 

brain tumors is contingent upon prompt and dependable 

therapy. The clinical community treats brain tumors at different 

stages using a variety of techniques. In the primary stage, 

radiography is routinely used by healthcare practitioners to help 

patients survive without surgery. [6]. As a result, clinical 

professionals frequently use radiography and chemotherapy to 

treat the secondary or malignant stage.  [7]. However, 

appropriate treatment planning depends on the early and correct 

diagnosis of malignancies. Medical professionals currently use 

imaging technology extensively to identify and categorize 

cancers, such as skin cancer, stomach cancer, brain tumors, and 

blood cancer.  [8, 9]. Imaging methods like Computed 

Tomography (CT) and Magnetic Resonance Imaging (MRI) are 

employed for the classification of brain cancers.[10]. However, 

the studies found that MRI pictures are more useful for 

classifying brain tumors than CT scans. Computer-aided 

diagnostic (CAD) systems have become widely employed in 

medicine in recent years to automatically detect and classify 

brain cancers in their early stages.  [11, 12]. A number of 

processes are involved in the CAD system, such as feature 

engineering, feature reduction, picture preprocessing, and 

classification utilizing supervised algorithms.  [13]. The 

preprocessing models improve the quality of the images and 

eliminate noisy features. The salient features, such as texture, 

shape, etc., are recorded during the feature extraction stage.  

[14, 15]. The dimensionality of the pictures is decreased in the 

feature reduction step, and the tumors are then categorized 

using supervised algorithms such as Support Vector Machine 

(SVM), Naive Bayes (NV), and K-Nearest Neighbor (KNN).  

[16, 17]. However, the CAD systems are unsuitable for 

multiclass classification problems [18]. Deep learning (DL) has 

been introduced into the medical area, and this has led to 

improved outcomes for classification tasks, especially 

multiclass classification.  [19].  In multiclass classification, the 

DL models—Deep Neural Networks (DNN), Artificial Neural 

Networks (ANN), Convolutional Neural Networks (CNN), 

etc.—have demonstrated superior accuracy when compared to 

the CAD systems.  [20].  Even while DL models are more 

accurate, they have drawbacks such as poor interpretability, 

overfitting, poor generalization, high processing resource 

requirements, long calculation times, and limited scalability. 

[21]. In order to develop an automatic detection and 

classification model for brain tumor analysis in the medical 

industry, it is imperative that these concerns be addressed. To 

solve these problems, a hybrid DL model was presented in this 

study. The following is a description of the study's principal 

contributions.  

➢ To achieve increased segmentation, the proposed 

framework makes use of an updated version of the U-Net 

technique, which allows it to extract the region of interest 

from the input images.  

➢ The created framework uses a ResNet architecture that has 

been tuned for Firefly as a feature extractor, allowing the 

system to extract the most significant and informative 

features for classification.  

➢ This study combines Deep Convolutional Long Short-Term 

Memory and Ensemble Learning to create a hybrid deep 

learning technique for multiclass brain tumor classification.  

➢ Ultimately, the suggested approach was contrasted and 

verified against the current models in terms of accuracy, 

precision, recall, f-measure, false positive rate, and so on.  

 

Section 2 of the presented study outlines the comprehensive 

review of previous research, followed by the problem statement 

in Section 3, the methodology in Section 4, the results and 

comparative analysis in Section 5, and the article conclusion in 

Section 6.  

 

Related works  

The following is a description of a few recent works related to 

the classification of brain tumors.One of the fatal illnesses that 

impact millions of individuals globally is brain tumors. 

Accurately identifying and classifying this fatal illness is 

essential for effective treatment planning and raising survival 

rates. Milica M. Badža et al.  [22]  used a CNN architecture for 

the detection and categorization of three different kinds of brain 

cancers. This framework is validated on T1-weighted contrast-

improved MRI data, and its design is akin to the pre-trained 

networks'. Furthermore, subject-wise cross-validation and 10-

fold cross-validation were used to verify the generalization 

effectiveness of this technique. The results of the 

implementation showed that this method reached 96.56% with 

faster execution. Nevertheless, the interpretability of this study 

is lacking, which restricts its use in actual clinical settings.  

 

Ayesha Jabbar et al. [23]  suggested the use of a hybrid deep 

learning model to create an automatic brain tumor classification 

method. CapsNet, or the capsule neural network, and VGGNet 

are combined in this hybrid method. This work aims to alleviate 

the problem of massive data requirements that come with deep 

learning for tumor classification. We assessed this proposed 

methodology with the Brats-2020 and Brats-2019 databases. 

This methodology obtained 0.99% accuracy, 0.98% sensitivity, 

and 0.99 specificity, as confirmed by the experimental data. 

Nevertheless, there are issues with this approach, namely its 

high complexity and restricted generalizability.  

 

Muhammad Imran Sharif et al. [24] created an automated deep 

learning approach to classify brain cancers into multiple 

classes. A refined Densenet201 Pre-Trained DL framework was 

created for feature engineering in this study. Additionally, a 

modified evolutionary algorithm and entropy-Kurtosis-based 

high feature values were employed as feature selection 

methods. Lastly, for tumor classification, a Support Vector 

Machine (SVM) cubic classifier was used. The BRATS2018 

and BRATS2019 databases saw an accuracy of 95% on average 

because to this cooperative approach. But this approach takes 

longer to train, which limits how well it works in practical 

situations.  

 

Sandeep Kumar et al. [25] investigation to create a precise 

method for classifying brain tumors using MRIs. In order to 

distinguish between benign and malignant MRI images, this 

study changed the traditional CNN model by using the transfer 

learning algorithm (an enhanced version of ResNet-50). 



Hybrid Deep Learning Algorithm for Multi-Grade Brain Tumor Classification 

807 Afr. J. Biomed. Res. Vol. 27, No.3 (October) 2024 Kondra Pranitha et al. 

According to the experimental data, this technique achieved a 

96.40% malignant classification accuracy and a 97.23% benign 

classification accuracy. Additionally, this study's validation 

across a number of pre-trained models showed that the 

enhanced method provided higher accuracy. However, the 

effectiveness of this method depends on the quality of the 

training data.  

 

Sohaib Asif et al. [26] offered a framework for deep transfer 

learning to speed up the categorization of brain tumors. Five 

well-known DL architectures were used in this work: Xception, 

DenseNet201, DenseNet121, ResNet152V2, and 

InceptionResNetV2. To improve the accuracy of the model, a 

deep, dense block and softmax layer were added to the final 

layer of this framework. Two databases were utilized to validate 

this research. There are three classes in the first dataset and four 

classes in the second. According to the implementation 

findings, this technique achieved accuracy rates of 96.67% and 

95.87% for the two datasets. This tactic, though, is unable to 

adjust to the changing circumstances.  

 

Marwa M. Emam et al. [27] offered a framework that is 

optimized for the problem of classifying brain tumors. For 

effective learning and classification, this methodology 

combined the meta-heuristic optimization algorithm with DL 

architecture. To increase accuracy, this algorithm coupled the 

residual learning model's features with those of the Improved 

Hunger Games Search algorithm. Using the three brain MRI 

image datasets, this methodology was trained and validated and 

compared to industry benchmarks such as MobileNet, ResNet-

50, and DenseNet201. According to the testing results, this 

strategy's accuracy was 97.23%, 97.33%, and 99.41%, in that 

order. However, this approach requires a lot of work and uses 

more resources. Furthermore, the interpretability of this method 

is lacking, which restricts its use in actual clinical settings.  

 

Sadafossadat Tabatabaei et al. [28]  combined many DL 

architectures, such as the Transformer model, self-attention 

network, and CNN, to create a two-branch parallel framework 

that accurately predicted the tumor classes. Furthermore, a 

simplified and improved CNN model was created to distinguish 

tumor characteristics from MRI pictures. With 3064 samples in 

the brain MRI image dataset, this framework was tested and 

shown to have 97.59% accuracy. Furthermore, in comparison 

to current models, this methodology delivers fast and accurate 

diagnosis. However, there are significant memory and 

processing power requirements when using attention modules.  

 

Hossein Mehnatkesh et al. [29] presented a deep convolutional 

ResNet model that has been developed for accurate and quick 

tumor prediction using MRI scans. This approach combines the 

traditional DCNN model with the features of Modified Ant 

Colony Optimization. The system can achieve faster 

convergence and prevent local optima because to this 

integration. According to the implementation findings, this 

approach achieved 0.9764 accuracy with a reduced computing 

time. This method, however, is inappropriate for datasets that 

are unbalanced.  

 

System Model and Problem Statement  

One of the deadliest illnesses that impact many people globally 

are brain tumors. Precise and prompt diagnosis is essential for 

efficient treatment planning and a higher patient survival rate. 

On the other hand, this disease's classification and prediction 

are difficult and time-consuming. As a result, multiple building 

pieces are created for AI-based tumor classification models, 

including data processing and collecting, feature engineering, 

classification, and interpretation. Patient samples are gathered 

and preprocessed in the first block. 

 

On the other hand, the most illuminating characteristics that 

distinguish between the tumor and non-tumor groups are 

identified and retrieved in the second block. The model is 

trained with the data in the classification block to comprehend 

the patterns and architectures of tumors. In the interpretation 

block, the categorization findings are finally assessed and 

severity rates are looked at.  

 

While AI-based models are more efficient, there are still several 

issues that need to be resolved before they can be used in 

practical situations. A restricted generalization and a high 

likelihood of overfitting are the main drawbacks. [30]. They 

often get overtrained on the training samples and lack the 

efficiency to predict tumors on unseen or new samples. The 

second challenge is the limited accuracy and high false positive 

rate in multiclass classification tasks. Thirdly, the existing 

models demand more computational resources, including 

memory, processing power, and large training data for effective 

functioning. In addition, one of AI models' intrinsic challenges 

is their lack of interpretability, which makes it challenging and 

complex for medical experts to comprehend the rationale 

behind the prediction. This paper developed a hybrid deep 

learning architecture that leverages the advantages of DCLSTM 

and ensemble learning to overcome these issues.  

 

Proposed EL-DCLSTM Methodology for Brain Tumor 

Classification  

A hybrid EL-DCLSTM algorithm was created to precisely 

identify and categorize different types of brain tumors. The 

patients' MRI scans were used in this work to train the model to 

recognize and comprehend the patterns of different tumor types. 

First, preparation operations are carried out in order to 

normalize the images for later procedures. As a result, enhanced 

U-Net and ResNet algorithms are used for segmentation and 

feature extraction. Ultimately, the suggested classifier was used 

to classify brain tumors. Figure 1 shows the suggested 

approach.  
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Figure 1: Proposed EL-DCLSTM framework 

 

Data collection  

First, in a medical setting, MRI samples are taken from both 

healthy individuals and those with brain tumors. The model is 

trained using a database created by combining and labeling all 

of the gathered photos. This created database includes classes 

for both normal and distinct brain tumors. The BraTs 2020 

database [31], which is made up of routine clinically collected 

preoperative multimodal MRI scans from multiple institutions, 

was used in this investigation. It includes scans of lower grade 

glioma (LGG) and glioblastoma (GBM/HGG), along with 

accessible overall survival (OS) statistics and a pathologically 

confirmed diagnosis.  

 

The T2-weighted (T2), native (T1), post-contrast T1-weighted 

(T1Gd), and T2 Fluid Attenuated Inversion Recovery (T2-

FLAIR) volumes make up the dataset. One to four raters 

manually separate each image into various tumor sub-regions, 

such as the necrotic and non-enhancing tumor core 

(NCR/NET), peritumoral edema (ED), and GD-enhancing 

tumor (ET).  

  

Image preprocessing  

One of the most important steps in the tumor classification 

process is image preparation. By using a series of sets on the 

raw dataset, this phase attempted to improve the quality of the 

MRI pictures for processing in the future. Image resizing, 

background removal, cropping, and filtering (noise removal) 

are the procedures involved. All of the database's photographs 

are cropped in the image cropping stage by eliminating any 

undesired regions. This stage aids in the suggested system's 

ability to concentrate more on regions of interest (ROI) than 

undesirable areas. Gaussian filtering was used in the noise 

removal stage to get rid of the noise features from the cropped 

MRI pictures.Noises are the random variations in the visual 

signal that can be brought about by a variety of issues, such as 

inadequate illumination, subpar imaging equipment, etc. The 

developed technique removed the random noises from the 

cropped photos by applying Gaussian filtering. By computing 

the average value of the surrounding pixels using the Gaussian 

distribution, this filtering algorithm replaces the noisy pixel in 

the image. The Gaussian filtering is mathematically represented 

in Eqn. (1).  
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Where ( )yxI , represents the input MRI image, 
( )yxG f ,

defines the filtered image, ( )yx,  indicates the kernel 

coordinates, and  denotes the standard deviation of the 

Gaussian distribution. As a result, image thresholding was used 

to separate the filtered images from the background. Finally, to 

guarantee consistency across all the photos in the collection, 

bicubic interpolation was used to resize the photographs into a 

specific size. Along with these actions, data augmentation 

procedures including rotation, scaling, flipping, scaling, and 
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shearing are carried out to provide diversity to the training set 

and address the overfitting issues with the model.  

 

Image segmentation  

The technique of removing ROIs from previously processed 

MRI scans is known as image segmentation. The preprocessed 

image is divided into several regions, each of which represents 

a different area of the image [32]. This phase speeds up image 

processing and improves classification accuracy. The produced 

work used an upgraded U-Net architecture for picture 

segmentation. By integrating EPO's optimization power into the 

traditional U-Net architecture, this method enables the system 

to segment data by iteratively improving training parameters 

like bias and weights.  

Three components make up the traditional U-Net structure: the 

encoder, bottleneck, and decoder. After receiving the 

preprocessed images, the encoder module uses dense 

convolution and pooling processes to downsample the images. 

With this technique, the significant spatial features are 

preserved while the image size is decreased. The bottleneck 

receives these reduced-resolution photos. A Deep Neural 

Network (DNN) technique is included in this component, which 

uses the downsampled images to extract high-level feature 

representation.  

Lastly, the decoder does a deconvolution operation to upsample 

the picture that was taken from the bottleneck. The result of 

segmentation is the upsampled image. Emperor Penguin 

Optimization (EPO), which optimizes the model parameters of 

the U-Net method, such as weights, neurons, bias, etc., was 

used to improve the algorithm's performance. This connection 

enhances picture segmentation transparency in addition to 

training. The segmentation and preprocessed images are shown 

in Figure 2.  

 

 

 
Figure 2: Preprocessed and segmented images 

 

The EPO is an optimization algorithm inspired by nature that 

solves a variety of optimization problems by modeling the 

communal huddling behavior of emperor penguins. By 

thoroughly examining the search space, this method seeks to 

determine the U-Net model's ideal value. The initial 

hyperparameter values are entered into this procedure, which 

randomly initializes them. This led to the definition of an 

objective function to ascertain the fitness value for every 

hyperparameter sequence. The objective is to minimize the 

cross-entropy loss incurred by the U-Net model, represented in 

Eqn. (2).  

( ) ( ) ( )( ) =
−=

n

io icicccL
1

log,
                         (2) 

Where 
( )ccLo

,
indicates the loss function, 

( )ic represents the 

probability of the class, and ( )ic defines the predicted 

probability of the class produced by the model. The objective 

function was utilized to ascertain the fitness value of every 
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potential solution. A greater fitness value is obtained by the 

solution with less loss, whereas a lower fitness value is obtained 

by the solution with more loss. After then, the population was 

sorted in descending order to find the best possible candidate 

answer. Finally, the system explores the search space and 

updates the parameter values using Eqn. (3).  

( ) ( ) ( )tpqtptp −=+ .1


 (3) 

Where ( )1+tp  indicates the updated parameter set, ( )tp

represents the current parameter set,  ( )tp

defines the best 

solution at iteration t, and q


denotes the factor preventing 

collision in exploration. Further, the solution with higher fitness 

was selected for U-Net training.  

 

Feature extraction 

Feature extraction is the process of identifying and removing 

the essential characteristics needed to differentiate between the 

various types of brain tumors [33]. The system's goal in this 

module is to recognize important characteristics such as area, 

direction, color, form, intensity, texture, size, and edges. The 

suggested study combined the ResNet algorithm with firefly 

optimization to build a hybrid feature extractor. A CNN model 

that has already been trained, the ResNet method has a higher 

chance of identifying high-level features. The convolution 

operations in this model are carried out by numerous 

convolution layers, which also extract the feature sequence 

from the segmented images. Here, the five convolutional layers 

of the ResNet-50 architecture were used. 

A max-pooling layer with a filter size of [3x3] comes after the 

first convolution layer, which has 64 kernels with dimensions 

of [7x7x3]. In order to place four convolution layers, the kernel 

is increased from 64 to 2018. There are residual blocks of 

various dimensions in each convolution layer: [1x1], [3x3], and 

[1x1]. Ultimately, the extracted feature sequence was provided 

by a completely linked layer that was positioned. The firefly 

optimizer (FO), using its optimization skills, selects the features 

(most informative attributes) for DCLSTM training based on 

the extracted feature set. This algorithm works by initializing 

features similar to the firefly population in the FO algorithm, 

represented in Eqn. (4) 

 pst fefefefef ,........,,, 321=
 (4) 

Where stf
 defines the final extracted feature sequence and 1fe

the feature vector extracted from the image. When choosing 

features, the FO takes into account how important it is to 

distinguish between various tumor classes. As a result, features 

with similar information were eliminated based on appeal. 

Then, the FO explores the search space to find the optimal 

feature sequence mathematically represented in Eqn. (5).  

( ) ( ) ( )( ) +−+=+
−

ji

fefeA

ii fefeetfetfe jitr ,
1 

 (5) 

Where   indicates the randomness and
( )1+tfei  indicates the 

updated feature. The features with attractiveness less than 0.5 

are chosen for model training once the feature sequence has 

been updated. This mechanism is iterative in nature and keeps 

going until the maximum iteration or convergence rate is 

achieved. With each iteration, this approach generates a new 

feature sequence for the classifier unit.  

 

Brain tumor classification  

Classifying brain tumors involves identifying patterns among 

the various tumor classes. In this case, the suggested EL-

DCLSTM algorithm was used [34]. Three distinct deep learning 

architectures—ensemble learning, deep convolutional neural 

networks, and long short-term memory (LSTM)—are 

combined in the suggested model. In order to forecast the 

various tumor types, we first integrate the DCNN with the 

LSTM module, which has been trained using the retrieved 

feature sequences. An input layer, convolutional layer, pooling 

layer, LSTM layer, fully connected layer, and output layer are 

all present in the integrated DCLSTM module. The 

convolutional layers apply filters (kernel) and capture the 

spatial information from the MRI images, which are crucial for 

differentiating the different tumor classes. These layers form a 

feature map, which highlights the local patterns and correlations 

within the images, and it is mathematically presented in Eqn. 

(7).  

( ) ( ) ( )uvkfuyvxPyxFm
v u i ,.,, ++=   (7) 

Where ( )yxFm , represents the value of the created feature 

map at position (x, y), 
( )uyvxPi ++ ,

denotes the input 

image pixel value at location, and ( )uvkf , indicates the filter 

weight at position. An activation function called the Rectified 

Linear Unit (ReLU) comes after this layer. It adds non-linearity 

and aids in the analysis of complicated and complex patterns. 

In order to reduce the feature map's spatial dimensions, a 

pooling layer was added after the activation function. This layer 

removes the unwanted features while preserving the most 

informative spatial information from the images represented in 

Eqn. (8).  

( ) ( )uWyvWxFmyxFm vvpl ++= ,max, ,  (8) 

Where 
( )yxFmpl ,

defines the values of the input feature map 

covered by the pooling window W and 

( )uWyvWxFm ++ ,
represents the value of the input 

feature sequence at the location ( )uWyvWx ++ , . 

Among the many gates and states present in the LSTM layers 

are the input gate, forget gate, output gate, memory cell, and 

hidden states. The input gate's job is to regulate the flow of data 

into the memory cell.  

 [35]. The forget gate is responsible for restricting the amount 

of unwanted content that can be accessed by removing it. The 

memory cell state functions as the long-term memory of the 

module by storing important data or information from the input. 

Relationships, patterns, and other noteworthy traits that 

distinguish the different tumor classifications make up the 

important data. The LSTM layer is mathematically modeled 

using Eqn. (9), (10), (11), (12), and (13).

 ( )ig

ttt

ig

t

g

t IHiIp  += − .. 1       (9) 
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 ( )og
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t

g
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 ( )c

ttt

c

t

s

t IHiCs  += − ..tanh 1   (12) 

( )s

ttt CsOpHi tanh=
                    (13) 

Where tanh indicates the hyperbolic tangent activation 

function,  defines the sigmoid activation function, 
g

tIp
,

g

tFo
,

g

tOp
 represents the input gate, forget gate, and output 

gate, 
s

tCs
indicates the memory cell state, tHi

refers to the 

hidden state,  defines the weight matrices, and  represents 

the bias vector. These gates and states aid in the long-term 

storage and analysis of data by controlling the flow of 

information. The MRI scans' temporal information and long-

term dependencies, as well as the tumor features and their 

variation, are all interpreted by the system using this process. 

These layers extract temporal and spatial information from the 

MRI scans, which enables it to discriminate between different 

tumor categories. Several convolutional, pooling, and LSTM 

layers were followed by the addition of a fully linked layer.  

This layer transforms the feature map into a hierarchical feature 

representation, and its outcome is expressed in Eqn. (14).  

( ) += .. FstFc  (14) 

where  defines the weight matrix, Fst indicates the feature 

map, and  represents the bias vector. The output layer receives 

this outcome and uses it to conduct categorization. The input 

image features are mapped into the appropriate classes by the 

output layer.  

 The study that was presented combined DCLSTM with 

ensemble learning based on majority voting to determine final 

classifications. In ensemble learning, several models' 

classifications or predictions are combined to produce a final 

forecast that is both accurate and dependable. The models in the 

majority voting-based ensemble model are trained with the 

dataset and asked to cast their votes for the prediction's outcome 

at that moment.  

 [36]. The final projections are estimated by the majority's 

choice. The training phase, the categorization phase, and the 

decision-making phase are the three stages of this process. 

During the training phase, several DCLSTM models with 

various hyperparameter values are produced. To classify 

tumors, each model will be trained using subsets of extracted 

feature sequences. During the classification stage, each trained 

model received the fresh MRI picture as input. Every model 

independently classifies data according to the patterns and 

knowledge they have acquired. A specific class name will be 

the outcome of this classification. Every forecast is regarded as 

a vote in favor of the particular class label. Finally, in the 

decision-making phase, all classification results are collected 

from multiple DCLSTM models, and a majority voting 

mechanism is applied to produce final classification results, 

expressed in Eqn. (15).  

 
( )( )

=

==
s

i

i
tctctctc

I tcIprIcFp
n 1,....,2,1

maxarg
 (15) 

Where IFp  indicates the final classification results, tc

represents the tumor classes available in the dataset, Ic defines 

the indicator function, and 
( )Ipri defines the classifications 

made by individual DCLSTM models. The class name with the 

most votes is returned by the arg max function, and the class's 

vote total is counted by the indicator function.  

The indicator function is defined in Eqn. (16).  
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;0
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 (16) 

This indicator function adds the votes for each class. In case the 

DCLSTM model assigns a classification of "0" for class "0," it 

is seen as a vote in favor of class "0." All classes are subject to 

this counting procedure, and the class with the greatest number 

of votes receives the final classification. As a result, the system 

is able to investigate several models and raises the classification 

accuracy overall. Additionally, it aids in reducing uncertainty 

in prediction outcomes, improving its effectiveness and 

dependability in tumor classification. The suggested strategy's 

flowchart is shown in Figure 3. Algorithm 1 presents the 

developed algorithm's operation in pseudocode language.  
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Figure 3: Flowchart of the proposed strategy 

 

Algorithm: EL-DCLSTM 

Input: Brain MRI images, number of DCLSTM model, iteration count, DCLSTM 

hyperparameters; 

Output: Tumor class; 

Initialization: Initialize images and other inputs;  

1. Data preprocessing: 

          For each image: 

    Apply image cropping; 

    Apply Gaussian filter to remove noises; 

    Apply thresholding to eliminate background; 

    Resize the image using bicubic interpolation; 

         End for; 

2. Data augmentation; 

3. Image segmentation: 

          For each image in the database: 

                Encode the image using a U-Net encoder; 

                Extract high-level features using DNN in the bottleneck; 

                Decode the image using a U-Net decoder; 

                Optimize U-Net parameters using EPO; 

         End for; 

4. Feature extraction: 

          For each segmented image: 
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                 Extract initial features using ResNet-50; 

                 Apply firefly optimization for feature selection; 

                 Explore and select features with attractiveness less than 0.5; 

           End for; 

5. Brain tumor classification: 

        while t < tmax do  

              Initialize ensemble of DCLSTM models with different hyperparameters; 

              Train each DCLSTM model with extracted feature sequence; // Training phase  

              Learn the spatial and temporal information; 

              Classification phase:  

                   For an input image a: 

                       Predict tumor class (vote); 

                   End for; 

               Accumulate votes of each model in the ensemble; 

               Apply majority voting; 

               Select a class with maximum voting; 

              t++; 

   End while; 

End 

Results and discussion  

For the purpose of precisely classifying brain cancers, this team 

built a hybrid deep-learning architecture. On a Windows 7 

computer, the Python platform was used to model and 

implement the suggested EL-DCLSTM. Accuracy, precision, 

recall (sensitivity), f-measure, specificity, false positive rate 

(FPR), and false negative rate (FNR) are used to evaluate the 

proposed algorithm's performances.  

 

Performance Assessment 

This section evaluated the suggested strategy's performance in 

terms of accuracy and loss. First, the input database was divided 

into training and validation ratios of 70:30. The suggested EL-

DCLSTM model was trained on the training set to help it 

recognize patterns in the data that would help classify brain 

tumors. On the other hand, new samples (those not included in 

the training set) are utilized in the validation set to evaluate how 

well the produced algorithm performs. The accuracy for both 

the training and validation sets is shown in Figure 4. The 

model's learning efficiency—or how well it recognizes patterns 

and correlations in the data to forecast brain tumors—is 

determined by its training accuracy. The proposed algorithm's 

prediction accuracy on fresh or unidentified samples is 

measured by the validation accuracy. The accuracy of the 

validation and training was evaluated by increasing the number 

of epochs from 0 to 14.  

 

 
Figure 4: Accuracy analysis 
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This research demonstrates that the accuracy of the suggested 

approach grew with the number of epochs and reached a higher 

level during the training period (0.9). However, the created 

algorithm only managed to accomplish about 0.4%, indicating 

that the system is not very good at predicting the classifications 

of brain tumors on unidentified samples. 

 

 
Figure 5: Loss analysis 

 

To ascertain the classification error, the loss was assessed 

during both the training and validation stages. The difference 

between the actual and anticipated brain tumor class is 

measured by the loss or error rate. If the anticipated class and 

actual class coincide, there will be little loss. Figure 5 shows the 

analysis of the loss. The validation loss shows how well the 

model predicts the various kinds of brain tumors, whereas the 

training loss measures the inaccuracy during the training phase. 

The model's training loss diminishes over the course of the 

epochs, demonstrating the dependability and efficiency of the 

system in picking up tumor pattern recognition. But as epochs 

go by, the model's validation loss rises, indicating that the 

established technique is not able to generalize successfully to 

previously unknown data sets.  

 

 
Figure 6: Confusion Matrix 
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A table that is used to gauge the classification model's 

performance is represented by a confusion matrix. It assesses 

the degree to which the suggested approach distinguishes 

between various classes within the dataset. The model's 

performance is assessed by the confusion matrix using four 

distinct metrics: true positive (TP), true negative (TN), false 

positive (FP), and false negative (FN). When both the actual 

and predicted classes belong to the positive class, the proposed 

model successfully classifies positive cases; this is the scenario 

denoted by TP. TN stands for the scenarios in which the model 

accurately forecasts the negative occurrences.  

Conversely, FP characterizes the situation in which the model 

misclassifies the negative occurrence as positive. 

Simultaneously, FN represents the situation in which the model 

misidentifies the positive instance as negative. We are able to 

interpret the efficacy (both strength and weakness) in 

completing tasks related to brain tumor classification thanks to 

this thorough evaluation. This is the confusion matrix in Figure 

6.  

 

 
Figure 7: ROC curve 

 

The ROC curve, which offers a thorough summary of the trade-

offs between specificity and sensitivity, is the graphical 

representation used to measure the classification performance 

of the system. At various categorization criteria, it shows the 

true positive rate against the false positive rate. The ROC curve 

is shown in Figure 7. By calculating an Area Under the Curve 

(AUC), it assesses the categorization ability. With an AUC of 

0.73, the established method has a 73% likelihood of accurately 

differentiating brain tumor classifications. 

 

Evaluation metrics  

The parameters utilized to assess the developed algorithm's 

performance in classifying brain tumors are covered in this 

section.  

The following measures are used to assess performance: f-

measure, FPR, FNR, accuracy, precision, sensitivity, and 

specificity. Below is a definition and calculation for these 

measurements.  

 

Accuracy:The model's accuracy quantifies how well it can 

classify various types of brain tumors. It is expressed in Eqn 

and defines the proportion of correctly classified cases to all 

instances.  (17). 
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Where
+Tp ,

−Tn ,
+Fp and

−Fn  indicates TP, TN, FP, and 

FN, respectively.  

 

Precisin: 

The precision of the model is a measure of how well it detects 

genuine positive cases. It defines the ratio of actual positive 

cases to all positive cases, as given by Equation.  (18).  










+
=

++

+

FpTp

Tp
ecisionPr

                                             (18) 

Sensitivity: 

The sensitivity, sometimes referred to as recall, gauges how 

well the model can locate pertinent examples. It is represented 
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in Eqn and shows the ratio of real positives that the model 

correctly identifies.  (19).  
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F-measure: 

The harmonic mean of recall and precision metrics is defined 

by the F-measure. This measure, which is established 

mathematically in Eqn, provides a fair assessment of the 

model's performance taking into account both positive and 

negative examples.(20).  
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(20) 

 

Specificity: 

he model's specificity indicates how well it detects actual 

negative cases. It is theoretically represented in Eqn and defines 

the ratio of real negative examples successfully identified by 

the suggested model.  (21).  
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                                             (21) 

 

False positive rate: 

Formulated in Eqn, FPR represents the ratio of actual negatives 

that the classifier mistakenly predicts as positives.  (22). 
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                                             (22) 

False negative rate: 

 FNR, as given in Eqn, is the ratio of real positive cases that the 

devised algorithm mistakenly forecasted as negatives. (23).  
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                                             (23) 

Evaluation of these metrics enables us to determine the 

efficiency of the developed model in classifying different 

classes of brain tumors.  

 

Comparative assessment  

This part served to validate the efficacy and dependability of 

the suggested technique for classifying brain tumors by 

comparing its performance to that of the current models. Deep 

Convolutional Neural Networks (DCNNs) are among the 

traditional models utilized for comparative evaluation.  

 [37], Recurrent Neural Network with Long Short Term 

Memory (RNN-LSTM) [38], Convolutional Neural Network 

integrated with Long Short Term Memory (CNN-LSTM) [39], 

Attention-based Recurrent Neural Network (Ab-RNN) [40], 

and Deep Belief Network (DBN) [41]. The following metrics 

are employed in comparative analysis: f-measure, FPR, FNR, 

accuracy, precision, sensitivity, and specificity. The 

effectiveness of the current models and suggested approach is 

assessed by running them on the Python platform and 

evaluating them using the same dataset as the study that is being 

presented. Also, the performances are evaluated in two cases: 

(1) splitting the dataset in an 80:20 ratio and (2) splitting the 

dataset in a 70:30 ratio.  

 

 
Figure 8: Accuracy comparison 
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The accuracy statistic assesses how accurately the model has 

classified the various tumor classifications overall. The 

accuracy of the traditional techniques (DBN, Ab-RNN, CNN-

LSTM, RNN-LSTM, and DCNN) for 70/30 data split was 

0.97652, 0.97752, 0.97752, 0.97738, and 0.97993, in that order. 

Conversely, the algorithm that was built managed to attain a 

higher accuracy of 0.98172. The suggested technique achieved 

a greater accuracy of 0.99138 for the 80/20 data split than the 

current models, which included DBN, Ab-RNN, CNN-LSTM, 

RNN-LSTM, and DCNN, which earned accuracy rates of 

0.98670, 0.98712, 0.98755, 0.98797, and 0.98967, respectively. 

Figure 8 shows the accuracy contrast. It is clear from this 

analysis that the suggested method outperformed the current 

models in terms of accuracy. Furthermore, a high training ratio 

is shown to enhance the accuracy of the system, indicating that 

training with vast amounts of data facilitates comprehension of 

the complex patterns included in the data.  

 

 
Figure 9: Precision comparison 

 

The accuracy of the model's predictions of the positive cases is 

determined by its precision. Figure 9 shows the precision 

comparison. The suggested strategy achieved increased 

precision of 0.98664, while the currently available approaches, 

including DBN, Ab-RNN, CNN-LSTM, RNN-LSTM, and 

DCNN, earned precision of 0.97672, 0.97752, 0.97735, 

0.97628, and 0.97172, respectively, for 70/30 data split. 

Conversely, the traditional models (DBN, Ab-RNN, CNN-

LSTM, RNN-LSTM, and DCNN) obtained a precision of 

0.98234, 0.98276, 0.98318, 0.98361, and 0.98531 with an 80/20 

data split. Nevertheless, the suggested technique achieved a 

higher precision of 0.98701. This precision evaluation shows 

that the developed algorithm outperformed other methods in 

terms of precision, demonstrating its dependability and 

effectiveness in detecting and categorizing positive cases. 

 

 
Figure 10: F1-score comparison 
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The F-measure, also known as the F1-score, provides a 

balanced system performance by defining the harmonic mean 

of precision and recall. The comparison of the f-measure is 

shown in Figure 10. The current algorithms, including DBN, 

Ab-RNN, CNN-LSTM, RNN-LSTM, and DCNN, obtained f1-

scores of 0.97562, 0.97752, 0.97898, 0.97288, and 0.97455 for 

70/30 data split, in that order. Nonetheless, the framework that 

was presented achieved a higher f1-score of 0.98172. The 

suggested framework produced an improved f-measure of 

0.98805, while the above-stated strategies obtained f-measures 

of 0.98374, 0.98413, 0.98452, 0.98491, and 0.98648, 

respectively, for the 80/20 data split. According to this 

comparative analysis of the f-measure, the suggested method 

offers a balanced classification performance that takes into 

account both positive and negative cases. Furthermore, it is seen 

that the models had better results with a higher training ratio, 

indicating that training on a big dataset improves classification 

performances. 

 

 
Figure 11: Specificity comparison 

 

The model's specificity governs its capacity to recognize and 

categorize actual negative cases. The comparison of specificity 

is shown in Figure 11. The new approach produced a higher f1-

score of 0.97983, whereas the previously mentioned existing 

models obtained specificities of 0.97652, 0.97652, 0.97864, 

0.97113, and 0.97381, respectively, for 70/30 data split. 

Conversely, the traditional algorithms, such as DBN, Ab-RNN, 

CNN-LSTM, RNN-LSTM, and DCNN, obtained specificity of 

0.98345, 0.98383, 0.98422, 0.98461, and 0.98656, with an 

80/20 data split. The new method, however, achieved a better 

specificity of 0.98812. When compared to the current models, 

the suggested method accurately predicts and classifies the 

genuine negative instances, as evidenced by the notable 

improvement in the specificity rate. 

 

 
Figure 12: Sensitivity comparison 
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The system's ability to recognize and classify real positive cases 

among all positive instances is measured by sensitivity or recall. 

The aforementioned existing methodologies achieved 

sensitivity values of 0.97652, 0.97254, 0.97395, 0.97009, and 

0.97866, respectively, for a 70/30 data split. Conversely, the 

method that was built managed to attain a higher sensitivity of 

0.97954. The created technique achieved a higher sensitivity of 

0.98793 for the 80/20 data split, compared to the above-stated 

conventional models that earned sensitivity of 0.98358, 

0.98397, 0.98437, 0.98476, and 0.98635, respectively. The 

sensitivity comparison is shown in Figure 12. The suggested 

framework's increased sensitivity demonstrates its 

dependability and efficiency in accurately categorizing positive 

cases. This confirms that the suggested model makes accurate 

classification when compared to other models that are already 

accessible. 

 

 
Figure 13: FNR comparison 

 

By calculating the total number of inaccurate classifications the 

system has made, the FNR measure calculates the false 

prediction rate produced by the model. Figure 13 shows the 

comparison of FNR. The new technique obtained least FNR of 

0.03296, while the existing models, namely DBN, Ab-RNN, 

CNN-LSTM, RNN-LSTM, and DCNN, earned FNR of 

0.02333, 0.02639, 0.02698, 0.02924, and 0.02758, respectively, 

for 70/30 data split. On the other hand, for an 80/20 data split, 

the traditional techniques such as DBN, Ab-RNN, CNN-

LSTM, RNN-LSTM, and DCNN obtained FNR of 0.03000, 

0.02970, 0.02941, 0.02913, and 0.02778, respectively. 

However, the designed algorithm earned a reduced FNR of 

0.02655. The significant reduction of FNR in the developed 

algorithm manifests its efficiency in preventing false negative 

predictions. 

 

 
Figure 14: FPR comparison 
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The model's erroneous prediction is measured by the FPR. It 

assesses the proportion of falsely detected negative cases. The 

FPR of the existing methods, such as DBN, Ab-RNN, CNN-

LSTM, RNN-LSTM, and DCNN, for a 70/30 data split was 

0.05562, 0.05257, 0.05198, 0.04972, and 0.044765, in that 

order. The created technique, however, achieved a minimal 

FPR of 0.04216. The FPR for the 80/20 data split was obtained 

by the current models, which include DCNN, Ab-RNN, CNN-

LSTM, 0.03947, 0.04054, and 0.04110, respectively. The 

developed method did, however, receive a minimal FPR of 

0.03614. Figure 14 shows the FPR comparison. The developed 

algorithm's effectiveness in preventing incorrect predictions is 

demonstrated by the notable decrease in false positive rate 

(FPR). This further demonstrates how precisely the suggested 

algorithm categorizes the negative cases. This thorough 

comparative analysis demonstrates that the suggested approach 

produced better outcomes in terms of f-measure, sensitivity, 

specificity, accuracy, and precision.  

 

Discussion 

In order to effectively classify the various tumor classifications, 

a novel hybrid model was presented. The paradigm that is being 

presented combines the benefits of group learning with 

DCLSTM. The multiple tumor class BraTs 2020 dataset, which 

is publically available, was employed in the proposed 

methodology. After preprocessing the raw dataset, the region of 

interest was found by image segmentation. As a result, an 

enhanced version of the ResNet technique was used for feature 

extraction, capturing the most important features necessary for 

distinguishing between the various tumor types. 

 

Table 1: Comparative evaluation of different models at 80/20 data split 

Metrics  DBN Ab-

RNN 

CNN-

LSTM 

RNN-

LSTM 

DCNN Proposed 

Accuracy 0.98670 0.98712 0.98755 0.98797 0.98967 0.99138 

Precision 0.98234 0.98276 0.98318 0.98361 0.98531 0.98701 

F1-Score 0.98374 0.98413 0.98452 0.98491 0.98648 0.98805 

Specificity 0.98345 0.98383 0.98422 0.98461 0.98656 0.98812 

Sensitivity 0.98358 0.98397 0.98437 0.98476 0.98635 0.98793 

FPR 0.04110 0.04054 0.04000 0.03947 0.03750 0.03614 

FNR 0.03000 0.02970 0.02941 0.02913 0.02778 0.02655 

 

Finally, multiclass tumor categorization was performed using 

the proposed EL-DCLSTM after intensive training using 

extracted features. Multiple DCLSTM were created with 

different hyperparameter values and trained using feature 

subsets obtained from the feature extraction module.  

The ensemble learning aggregates each DCLSTM's predictions, 

producing final classification results. The proposed framework 

was executed in the Python platform, and the results are 

determined as accuracy, precision, sensitivity, specificity, f1-

score, FPR, and FNR at two different data splits (70/30 and 

80/20).

 

Table 2: Comparative evaluation of different models at 70/30 data split 

Metrics DBN Ab-RNN CNN-LSTM RNN-LSTM DCNN Proposed 

Accuracy 0.97652 0.97752 0.97752 0.97738 0.97993 0.98172 

Precision 0.97672 0.97752 0.97735 0.97628 0.97172 0.98664 

F1-Score 0.97562 0.97752 0.97898 0.97288 0.97455 0.98557 

Specificity 0.97652 0.97652 0.97864 0.97113 0.97381 0.97983 

Sensitivity 0.97254 0.97275 0.97395 0.97009 0.97866 0.97954 

FPR 0.05562 0.05257 0.05198 0.04972 0.044765 0.04216 

FNR 0.02333 0.02639 0.02698 0.02924 0.02758 0.03296 

 

Moreover, a comparative analysis was carried out to verify the 

efficacy of the proposed framework in tumor classification 

against established models including DBN, Ab-RNN, CNN-

LSTM, RNN-LSTM, and DCNN. Tables 1 and 2 present a 

comparative evaluation of the performance of several models. 

This assessment shows that the suggested approach achieved 

higher scores on measures such as f-measure, sensitivity, 

specificity, accuracy, and precision. On the other hand, the 

parameters like FPR and FNR are reduced in the presented 

algorithm compared to the currently existing models. These 

improved performances highlight the efficiency of the 

developed framework in tumor classification. Thus, the 

combination of ensemble learning and DCLSTM offers 

improved tumor categorization. 

 

Conclusion  

In order to classify brain tumors into multiple classes, this work 

proposed a hybrid deep learning model that combined the 

advantages of ensemble learning and deep convolutional long 

short term memory. The approach that was provided employed 

a Gaussian filter to exclude undesirable features and noise from 

the images. The required properties are then extracted and 

segmented from the preprocessed images using enhanced U-

Net and ResNet algorithms. The BraTs 2020 database was used 

to validate the Python software that implemented the described 

framework.  

The experimental findings show that for 70% and 80% of the 

training data, the suggested technique produced greater 

accuracy of 0.98664 and 0.99138.  
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Additionally, 0.98867 precision, 0.98123 f1-score, 0.97954 

specificity, 0.97954 sensitivity, 0.04216 FPR, and 0.03296 

FNR were all averaged by the suggested algorithm. Ultimately, 

a thorough compared analysis was conducted between the 

outcomes of the suggested approach and those of other models, 

including DBN, Ab-RNN, CNN-LSTM, RNN-LSTM, and 

DCNN. The comparative analysis demonstrated that, in 

comparison to the current methods, the suggested strategy 

provided better results in terms of accuracy, specificity, 

sensitivity, f1-score, and precision. Despite achieving better 

classification performances, the new method has some 

drawbacks. First off, the suggested algorithm's performance in 

actual clinical circumstances is constrained by its limited 

applicability towards the validation sequence. Second, because 

the study's scalability was not examined using a variety of 

datasets, there was still cause for concern. Thirdly, ensemble 

learning imposes computational complexity on classification 

tasks. In the future, these issues must be resolved by creating an 

optimum classification method that combines multi-objective 

optimization and deep learning techniques.  
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