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ABSTRACT:- In this paper asymmetrical single replicate factorial designs are constructed from
symmetrical  single replicate factorial designs using the deletion technique. The study is along
the lines of Voss(1986), Chauhan(1989) and Gachii and Odhiambo(1997). We give results for the

general order deletion designs of the form s™™(s-L)™which are proper, for

1< L <s-1 and m,less than or equal to the number of generators of the preliminary single
replicate generalized cyclic design. We generalize results by earlier authors. Results identifying
the set of estimable factorial effects of the deletion designs based on the information available
from the preliminary factorial design are given. Smple formulas for calculating the loss of
information due to confounding with blocks are given. Efficiency with respect to the number of
treatment combinations needed to estimate a given set of interactions of the preliminary factorial

design is compared with that of the resulting deletion designs.
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INTRODUCTION

To construct a single replicate factorial design having n
factors F, F,, ...,F , factor F occurring at s levels, we
first construct a single replicate preliminary block
design, say d , in nfactors, factor F, occurring at r, levels,
using any of the known methodssuchthat r > s for i =
1,2, ...,n. Wecanthenselect| =r,_s levelsof thei-th
factor of d_and deletefromd_all treatment combinations
where factor F, occurs at any of thel selected levels. If
levels are deleted from k factors we refer to the resulting
design as ak-th order deletion design.

Earlier work on this area was done by Bose (1947). He
used finite Euclidean geometry to construct asymmetrical
factorial designs in blocks. Kishen and Srivastava
extended the method of finite geometries to the
construction of balanced confounded asymmetrical
factorial designsthereby introducing theideaof deletion.

John and Dean (1975) proposed a simple method of
confounding based on generalized cyclic designs from a

set of generating treatments or generators and showed
that the confounding patterns could easily be determined
from these generators.

Voss (1986) constructed nearly orthogonal singereplicate
factorial designs in blocks. He uses the deletion
technique, where he deletes from the first factor without
loss of generality to obtain first order deletion designs.
Chauhan (1989) generalized the work by Voss (1986), by
constructing efficient single replicate designs using the
deletiontechnique. Starting froman g generalized cyclic
design, she constructed efficient proper single replicate
deletion designs of the form (s-L)s* . Gachii and
Odhiambo (1998) Constructed deletion designs of the
foom g™ (s-L)™ which are proper for

1<L <s-1 and m,less than or equal to the number of

generators of the preliminary single replicate generalized
cyclic design.
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Generalised Deletion Designs

The objective of the present paper is to give general results
useful in evaluating the efficiency of the constructed
deletion designs based on the loss of information on the
estimable effects.

To construct the preliminary single replicate factorial

design in which factor F, occurs at r,=slevels for i =

1,2,...,n we use the method by John and Dean (1975). We
derive expressions for loss of information due to deletion
on the estimable effects. Confounding patterns on the
deletion designs are also given.

NOTATION

We assume the fixed effects linear model

Yo THtT 4P+, (2.1)

where y,, denotes the observed yield from treatment
combination a in the h-th block; T, denotes the effect of
treatment combination &; Bh denotes the effect of the h-
th block and € | are uncorrelated random errors with zero
mean and variance O°. Lety=(y,) and T=T _ denote the
v x 1 vectors of observations and treatment effects

respectively each lexicographically ordered by a. That is
a treatment combination a = @, @, ...a appears before

another treatment combination a =a a, ... a, ifand

only if for the first u such that a, # a, we have a, <a_

for 1 < u < n The i-th row of y and T above corresponds

to the i-th treatment combination in the above
arrangements of the v treatment combinations.

We shall denote the incidence matrix, the intra block
matrix, the diagonal matrix of block sizes and the number
of blocks respectively by N,A,K and b. The i-th row of the
incidence matrix N corresponds to the i-th
lexicographically ordered treatment combination a. the

qx1 vectors of ones and of zeros will be denoted by 1,

and 0 respectively.

A generalized interaction will be denoted by ¢ * where

X =X, X, ..x, such that x; =1 if F, is present in the

interaction and X, = 0 otherwise. A v x 1 contrast vector
will be denoted by c* where

with C}(' being an SX Ivector of ones if x,=0,

otherwise it is an S;x lcontrast vector. The minimum
variance unbiased estimator of the generalised
interaction Xis represented by p while those
corresponding to the deletion design will carry no
subscript.

LOSSOF INFORMATION ON ESTIMABLE
EFFECTS

‘We shall use the notation

d, =Ly Dyp" Djly

a

(3.1

where D, is the matrix obtained from an s x s identity
matrix by deleting the t-th row if the t-th level is deleted
from factor F, in the preliminary design d-p to obtain d

and s Xs is an Sx Spermutation matrix with 1 in the @ - th

column of the o-th row.

‘We shall also write

d, =c;D; P" Djc, (3.2)
where c; is a contrast vector from the column space of
the matrix Sl —J. Again where I is an s-

dimensional identity matrix and J ¢ =1 ).

Following Dean (1978), for a given contrast vector ¢”,
the loss of information ¢y, 0<y, <1, due to
confounding with blocks, is given by

¢ NK' N'¢*

c C

(3.3)

Where N is the incidence matrix and K is the diagonal
matrix of block sizes.

We consider deletion designs of the form s"™ (s - 1) with
b=As"™ blocks each of size K= %)Sm’"“ (s-1) derived
from an §" generalised cyclic design d, with K, = %)S
and b, =As"™. Where n is the number of factors, mis
the number of generators, m, is the order of the deletion
designand A = iln':[l 1/b, with b, =HCF (s,g,) i=12,..m

as given by John and Dean (1975).
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We now give general results on loss of information for a
given interaction effect on these designs.

Lemma 3.1:

Loss of information due to confounding with blocks on

any r-factor interaction of the form E F ...E

ir?
{i-i,.

deleted for all the factors in the interaction to obtain d

Li}o{12,....,n-m} whose levels were not

is given by

where

O, if a=a,a,..a, is in theinitial block of d

A% =

a,a,...a

0
0, otherwise

again where d,, =d, x d, x...xd, is such that it does

not contain d, ,d, ,d, since for these factors we have

instead d, , d, , ..., d, which are contrast vectors from

SI(}) - J(S)

Proof: The contrast vector ¢* is as given in (2.2) with

¢ being an sx1 unit vector for is an (s-)x1 unit vector

for t+i,i,,..i,t=1,2,.,n—m,cis any of the columns
of the matrix sI, —J for t =i ,i,,...i,. Therefore
c’cr=(s-D'(s-Dhms"™ (3.4)
But

K™ =(\s"™ (s =)™, (3.5)
and

¢'NN'¢* = 5% ..y w,..a,d, ,dd .d (3.6)

using (3.1) and (3.2).
Hence using (3.4),(3.5) and (3.6) we obtain Lemma 3.1.

Lemma 3.2: Loss of information due to confounding with
blocks on any r-factor interaction of the form

LE..E, {ii,ni} O 1.2, ....n—m} whose levels were

not deleted and {i,ﬂ.i,ﬂ el f OO {n-m+1,n-m +2...n}
whose levels were deleted to obtain d is given by

NS FeeF W d, d;‘,

N )y STy oy o

where w, , and d, , is as given in lemma 3.1 and

d,.d, ,...d, are contrast vectors from SI; - J,, and

d ..d

A a;

are contrast vectors from (S-1) Iy T

Proof: The contrast vector ¢*is as given in (2.2) with
¢ being an sx1 unit vector for is an (s-)x1 unit vector

for t=n-m +1l,n-m, +2,...,nandt#i,i,,.,i andc’

Is any of the columns of the matrix

o " Je for t =1,1

o .
pplyped, ol SN -my, j= 1,2, rand e is

any of the columns of the matrix (s-DI_,-J , for

P21 000 0

i,i,h—m,j=r +1,.r Therefore

et =(s=1)(s=1-1)" (s =" (3.7

Hence using (3.5),(3.6) and (3.7) we obtain Lemm 3.2
Lemma 3.3

Loss of information due to confounding with blocks on

any r-factor interaction of form F,F ...F  for which

levels of all the factors were deleted from d, to obtain d
is given by

A z zw .a.d .a dd
= (s—l—l) -1y s

where W, and d, ,

n+m-2m,

is as given in lemma 3.1 and

A eend]

.. are contrast vectors from (S - l) Ty = T

Proof: The contrast vector ¢* is as given in (2.2) with

Ln—m,c" is

19t

c;' being an sx1 unit vector for t =1,2,..
an (s-1)x1 unit vector for t=n-m, +1,n-m, +2,..,n

and t+1i,i,,..,i,and ¢’

Is any of the columns of the matrix (s —DI_, —=J, for
t=1,1i,,..1,. Hence
et =(s-1=-1)(s=Dms"™ (3.8)

Hence using (3.5),(3.6) and (3.8) we obtain Lemma 3.3
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Generalised Deletion Designs

CONFOUNDING IN DELETION DESIGNS

The following results in confounding in generalised cyclic
designs is due to John and Dean (1975). The number of
degrees of freedom confounded with blocks for any given

interaction ™ is given by

X - 1 i X
Y' = A azaz ..... az w, ...a, O Za,@ .1
-1, if a,=0 and x, =1
O
z0 =1, ifa#0 and x =1
where “* i i
H1, ifx, =0

and W, , isas givenin Lemma 3.1.

If the number of degrees of freedom in (4.1) is zero, then
the interaction is unconfounded with blocks and if it is

n

il (s - l)x’ the interaction is totally confounded with
i=

blocks. Consider any interactions between the n factors,

say the interactions of the factors F ,F ...F,

Let
A=(e,) (42)
where @,; is from the i-th generator g, =a, a, ....a;

i=1.2.. 1, ,1,,e001, -

.,m and j=i

Consider all the f x f submatrices contained in the j -th,

J,-th,.....J -throws of Aand let h i .., betheabsolute values

of their determinants (f <r, f sm). Define as follows

gL if £=0
H, = EI;HCF(hM.: N

H, if f>m

Vi doses Jed Ol 1,54, 1) B 0<f<m

(4.3)

In our case the treatment combinations in the initial block
are of the form

u g tug +...+umgm(ui =0,1,...k —l;i:1,2,...m)
The number of treatments in the initial block with i -th,

i,-th,....,i -th factors all zero is givenby 8 " W, , where

[

HIHCF(s.H,/H, ), if r<mandH, #0

%73HCF( ik J\{Jl’-]z’ ’Jg} UEIEES
%EHCF( i J\{_] 2y 0ee ,]m} D{I,Z, ,ir} if r>m

,r} if g<r<m

H
4.4)
where gis such that H, #0 and H_,, = H_,, =..=0 and
g=1ifH =0.Let Y*be denoted by Y, ; ; where x has

the j -th, j_-th,...., j, -th digits unity and the remainder zero.
Then it can be shown that for the interactions of the factors

confounded with blocks is given by

Y. g\{J"JP JJD ,,12, 1}) -1 @45

, the number of degrees of freedom

Yivliz.“.j _Wiz.

We now give the following results on confounding in
deletion designs.

Chauhan (1989) studied confounding in deletion designs
and the following discussion and theorem 1 below is due

to her. Let o™
F F .F

ir

be a given interaction. Then the factors
or simply {1 2, ,n} can be partitioned into
three mutually exclusive and exhaustive sets
Q,,Q,,and Q, as follows: Q, contains the factors
whose levels were not deleted from d_ to obtain d , that
is the factors {l A e ml}; €, contains the factors
whose levels were deleted from d, to obtain d and these
factors are not in the factorial space V _, that is the factors
{n -m, +l,n-m +2,...,n—-m, + a}; Q, contains
the factors whose levels were deleted from d, to obtain

that is

S

d and these factors are in the factorial space V_,
the factors {n -m +a+l,n—m +a+2, ..

a=0,1,2,.,m

We shall write the factorial space V_ as V (jl 2 ,...,jr)

ifX. =x. =

j i =1 and all other X;'s are zero,

}E{12 ..... ,n—m}

following theorem.

—X

where {1 , then we have the

172’
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Theorem 1: (Chauhan (1989))

Let the contrast vector

¢ Ov (i1 iy el ,n—m +a+1,n—m, +a+2,....,n)
andlet ¢} = D'c”

then

c 00 v, (,,i,m0i,,gn—m +a+l, n-m +a+2,..,n)
where g O p (Q, ) thatis & belongs to the power set of
QZ
D=D, 0D, 0...0D,

and [J denotes the direct sum. Where

again D ; where is as defined in section 3.

The following results on deletion designs follow:
Theorem 2

If g» is a generalised cyclic design generated by m

generators such that &, = twice the (n-m+1)-th row of
an identity matrix of ordernand g, , g,,....., g, are the

last (m-1) rows of an identity matrix of order n and if
s >2 1is even then all the main effects and all the

interactions of the first (n—m) factors are totally
confounded with blocks while the main effect of factor

F,_... and any effects involving this factor and any

number of the first (n—m) factors are partially

confounded with blocks provided n = 2m —1.

Proof: For the main effects and interactions of the first
factors, we have for the main effect of factor

F, j=12,..,n-m, h, =HCF (0,0, ...0)=0,
which gives
w, = HCF (5,0)=s

and hence Y; =s—1# 0 since s >1.

Therefore all the main effects of the first (n —m) factors
are totally confounded with blocks using (4.5).

For two factors interactions of factors ij and FJ,
Ji<j=12,..,n-m, the matrix A in (4.2) is the

zero matrix which gives H, = 0. Therefore

w,, =s”' HCF (s.5) =52
Y, =5 -2(-1)-1
andso = (-1 20

since s >1. Hence by (4.5) all the two factors interactions
of this form are totally confounded with blocks.

To obtain the result for the general case we proceed by
induction. Assume the k-factor interactions are totally

confounded with blocks for k = 1,2, ....., n —m -1, that
is

Y =

Jidae di

(s—l)k #0

We wish to show that the (k +1 ) — factor interactions are
totally confounded with blocks. From (4.5)

=g - ; (Yu o \{11712”13 C{‘]‘ o jk+} )_1

SCR = s TS M
BB 3 ey

therefore all the k-factor interactions, k=1,2,...
are totally confounded with blocks.

Tyl

,n-m-1

For the main effect of factor F,_ ., we have

h,,, =HCF(0,0,..0,2,0,.,0)=2

n-m+l

Thus

w,,,=HCF(s,2)=2

n-m+1

and therefore
Y, . =2-1=1<(s-1)
Hence one degree of freedom from the main effect of

factor F_ ., is confounded with blocks. Therefore the

main effect of factor F is partially confounded.

n-m+l

For the two factor interactions of the form

F F
]

the form

J =1L2,.,n—m, the matrix A is of

n-m+1 2
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((ai )): MO0 .. 000......... 000

Hence H, =0.and

W, ywn=s ' HCF (s.2) =25
Therefore
Y, o =2s—(s-1)-1-1

=s-1<(s-1)
and it follows that the two factor interactions of this form
are partially confounded with blocks.

In general for the k-factor interaction F F,..F, F_

for j <j,<..<j_=L12,..n—m,we get

k-1
W, =2s
_]1_]2m._]j_1n—m+l

Therefore using (4.5)

R
) %ﬁ ﬁ?%ﬂf =(s-1)" <(s-1f

hence all interactions involving factor F__ . and any

number of the first (n—m)factors are partially
confounded with blocks.

It can be shown that the 2 s "™ —1 degrees of freedom
confounded with blocks are from the main effects and
interactions of the first (n —m) factors and from the main
effect of factor and all the interactions involving factor

F _.., and any number of the first (n—m) factors
provided n < 2m —1. Again the loss of information on

the main effect of factor F _ ., or any two factor

interactions of the form F,F _ ., j=12,..,n-m

due to confounding with blocks, is givenby V¥ . = % - 1).

The following results are on the efficiency of the class

of deletion designs derived from the generalised cyclic
designs above with respect to estimable effects.

Theorem 3: The main effect of factor F , and all the

interactions involving this factor and any number of the
first (n—m) factors are partially confounded in these
deletion designs.

n-m+1, n—-m +2, ..., and
{n-m, ] }

Terefore the power set Q, is given by P (Qz) = {(p ,} ,
{n—m]+1}, },{}1{ n—m]+1,n—m]+}2 yeeees

{n -m, +1,n—m, +2,....,n}}

it follows from theorem 1 that if

c§=D'cX

then
0V, (i1 seion =m+1)0 V, (i, iypei,n —m+1, n—m +1)0

.. Vp(i,,iz,..ic,n) 0.0V, (il,i2 i,n-m+l,n-m, + 1,..,11)

seesles

But all these factorial spaces are partially confounded in

d, and hence the result.

Using a similar argument it can be shown that all the other
main effects and interactions are fully estimable in these
designs.

These deletion designs are derived from an generalised
s" cyclic design generated by m generators such that g,
= twice the (n -m+ 1) —th row of an identity matrix of
order and are the last rows of an identity matrix of order

nand g,,¢,,....,g,, hence it follows that (m —1) the

loss of information on factor F due to confounding

n-m+l

with blocks is given by

eoos ! d d
a ,a,,..a, a,,a,,...,a, LA

a a,

) m(s -1) (-1

n+m-2m,
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using lemma 3.1 But if a =a, a, ...a, is a treatment

n

combination in the initial block, then

M, fori=12,..,n—-m
a, = Qg .
M, for i=n-m+1,n-m+2,..,n
where a ., =0,2,4,..,s=2 and a, =0,1,2,..,s -1

for j=n—-m+2, n—m+3,.. n. Therefore for these
deletion designs.

28" N LY W 8y
s-1)@E-1)"

It can be shown that

x
amn-maz @y dd

.a d

V.=

n+m-2m,

B-L ifa,=0andl=1,2,..,s-1
d, = )
' @—2, if a,#0and 1=1
and
i - &S-1),ifa_, =0
Ers ,ifa_ ., #0

The following result on loss of information follow.

Theorem 4: Loss of information on the main effect of
factor F__ ., orany two factor interactions of the form
FF
blocks, provided

n—m due to confounding with

nm+l’.] gLigeeeee >

| =1, is given by

e B
BT

Example Consider a 4* generalised cyclic design
0200,g,=0010andg,=000 1.

Thus we have b, =8 blocks of size k, =2x 4’ It

follows by Theorem 2 that the main effect of factor F, is
totally confounded with blocks while the main effect of
factor F, and the two factor interaction F F, are partially
confounded with blocks. All the other main effects and
interaction are fully estimable. Loss of information on
main effects of factor F, or on two factor interactions
F F,is given by

E: as 1) (s-2) +

Z)D

generated by g, =

v, :%_1):033

For the deletion the form

44 (4-1)",
F, and the two factor interaction F F, remain partially

confounded using Theorem 3. All other main effects and
intersections are fully estimable.

designs  of

m =1,2, the main effects of factor

The loss of information on the main effect of factor or
on the two factor interaction F F, is now as follows;

(i) For the 4° x 3 deletion design

s

E %} D 0213
(if) For the 4* x 3? deletion design y_ = 0.2
Note that for a 4° generalised cyclic design generated by
g=020000, g=001000 g=000100,

g, =000010 and g,=000001. Thus

k, =2x 4" and b, = 8. The same effects that were not

estimable in the 4* generalised cyclic design are still not
estimable in this design and are the only ones. Loss of
information on F, or the two factor interaction F F,
remain the same. However

(i) For the 4° x 3 deletion design y_ =0.198
(i1) For the deletion design y_=0.125

(iii) For the 4° x 3° deletion design y_=0.103
(iv) For the 4% x 3* deletion design y,_ = 0.122

CONCLUDING REMARKS

These deletion designs are sometimes more efficient than
the preliminary generalized cyclic design they were
derived from with respect to loss of information. For
example for |=1 using Theorem 4 above

W < (S _ l)m—l
X (S _ 1)2m+1 Sm—m—l

For some deletion designs the effects that were non-
estimable in the preliminary generalized cyclic design
are the same effects that are non-estimable in the resulting
deletion designs as is the case in the above example. Lastly

=s ™ <(s=1)"
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the deletion designs are more economical than the
preliminary generalised cyclic design they are derived
from because they require a smaller number of treatment
combinations thus smaller number of experimental units.
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