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ABSTRACT:- In this paper asymmetrical single replicate factorial designs are constructed from
symmetrical   single replicate factorial designs using the deletion technique. The study is along
the lines of Voss(1986), Chauhan(1989) and Gachii and Odhiambo(1997). We give results for the
general order deletion designs of the form 11 mmn L)(ss −− which are proper, for

1mand1sL1 −≤≤ less than or equal to the number of generators of the preliminary single
replicate generalized cyclic design. We generalize results by earlier authors. Results identifying
the set of estimable factorial effects of the deletion designs based on the information available
from the preliminary factorial design are given. Simple formulas for calculating the loss of
information due to confounding with blocks are given. Efficiency with respect to the number of
treatment combinations needed to estimate a given set of interactions of the preliminary factorial
design is compared with that of the resulting deletion designs.
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INTRODUCTION

To construct a single replicate factorial design having n
factors F1, F2, …,Fn,, factor Fi occurring at si levels, we
first construct a single replicate preliminary block
design, say dp, in n factors, factor Fi occurring at ri levels,
using any of the known methods such that ri ≥ si for   i =
1, 2, …,n.  We can then select li = ri – si levels of the i-th
factor of dp and delete from dp all treatment combinations
where factor Fi occurs at any of the li  selected levels.  If
levels are deleted from k factors we refer to the resulting
design as a k-th  order deletion design.

Earlier work on this area was done by Bose (1947).  He
used finite Euclidean geometry to construct asymmetrical
factorial designs in blocks.  Kishen and Srivastava
extended the method of finite geometries to the
construction of balanced confounded asymmetrical
factorial designs thereby introducing the idea of deletion.

John and Dean (1975) proposed a simple method of
confounding based on generalized cyclic designs from a

set of generating treatments or generators and showed
that the confounding patterns could easily be determined
from these generators.

Voss (1986) constructed nearly orthogonal singe replicate
factorial designs in blocks.  He uses the deletion
technique, where he deletes from the first factor without
loss of generality to obtain first order deletion designs.
Chauhan (1989) generalized the work by Voss (1986), by
constructing efficient single replicate designs using the
deletion technique.  Starting from an ns  generalized cyclic
design, she constructed efficient proper single replicate
deletion designs of the form ( ) 1nsLs −−  . Gachii and
Odhiambo (1998) Constructed deletion designs of the
form ( ) 11

mmn Lss −−  which are proper for

1mand1sL1 −≤≤ less than or equal to the number of
generators of the preliminary single replicate generalized
cyclic design.
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The objective of the present paper is to give general results
useful in evaluating the efficiency of the constructed
deletion designs based on the loss of information on the
estimable effects.

To construct the preliminary single replicate factorial
design in which factor iF  occurs at sri = levels for i =
1,2,�,n we use the method by John and Dean (1975).  We
derive expressions for loss of information due to deletion
on the estimable effects.  Confounding patterns on the
deletion designs are also given.

NOTATION

We assume the fixed effects linear model

hahaha εβτµy +++= (2.1)

where hay denotes the observed yield from treatment
combination a in the h-th block; τa denotes the effect of
treatment combination a; βh denotes the effect of the h-
th block and εa h are uncorrelated random errors with zero
mean and variance σ2. Let y = (yah) and τ = τ a denote the
v x 1 vectors of observations and treatment effects
respectively each lexicographically ordered by a.  That is
a treatment combination a = a1 a2 �an appears before

another treatment combination *
n

*
2

*
1

* a....aaa =  if and

only if for the first u such that *
uu aa ≠  we have *

uu aa <

for nu1 ≤≤  The i-th row of y and τ above corresponds
to the i-th treatment combination in the above
arrangements of the v treatment combinations.

We shall denote the incidence matrix, the intra block
matrix, the diagonal matrix of block sizes and the number
of blocks respectively by N,A,K and b. The i-th row of the
incidence matrix N corresponds to the i-th
lexicographically ordered treatment combination a. the
qx1 vectors of ones and of zeros will be denoted by q1

and q0  respectively.

A generalized interaction will be denoted by Xα where

n21 ...xxxx =  such that 1x j =  if Fj is present in the
interaction and xj = 0 otherwise. A v x 1 contrast vector
will be denoted by cx where

n21 x
n

x
2

x
1

x c.....ccc ⊗⊗⊗=

with jx
jc  being an 1xSj vector of ones if 0x j = ,

otherwise it is an 1xS j contrast vector.  The minimum
variance unbiased estimator of the generalised
interaction  Xα is represented by p while those
corresponding to the deletion design will carry no
subscript.

LOSS OF INFORMATION ON ESTIMABLE
EFFECTS

We shall use the notation

( ) ( )lsj
a

jlsa 1DpD1d j

j −− ′′= (3.1)

where Dj is the matrix obtained from an s x s identity
matrix by deleting the t-th row if the t-th level is deleted
from factor Fj in the preliminary  design d-p to obtain d
and xss j is an s x s permutation matrix with 1 in the aj - th
column of the o-th row.

We shall also write

jj
a

jj
*
a cDPDcd j

j

′′= (3.2)

where cj is a contrast vector from the column space of
the matrix ( ) ( )ss JIS − . Again where ( )sI  is an s-

dimensional identity matrix and ( ) ( ) ( )sss 11J ′= .

Following Dean (1978), for a given contrast vector xc ,
the loss of information xψ  , 10 ≤≤ xψ , due to
confounding with blocks, is given by

xx

x1x

x cc
cNKNcψ 1

′
=

−′

(3.3)

Where N is the incidence matrix and K is the diagonal
matrix of block sizes.

We consider deletion designs of the form ( ) 11
mmn lss −− with

mnsλb −=  blocks each of size ( ) ( ) 11
mmm lsSλ

1K −= −  derived

from an nS  generalised cyclic design pd  with ( ) m
p Sλ

1K =

and mn
p sλb −= . Where n is the number of factors, m is

the number of generators, m1 is the order of the deletion

design and i

m

1i
b1Πλ

=
=  with  ( ),gs,FCHb ii =    m1,2,....,i =

as given by John and Dean (1975).
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We now give general results on loss of information for a
given interaction effect on these designs.

Lemma 3.1:

Loss of information due to confounding with blocks on

any r-factor interaction of the form ,....FFF riii 21

{ }r21 i,....,i,i { }1mn.....,1,2, −⊂ whose levels were not
deleted for all the factors in the interaction to obtain d
is given by

 ( ) ( ) 11

1 2 n

ri2i1in21n21

2mmn2mr
a a a

*
a

*
a

*
a...aaa...aaa

x sls1s

.....ddddw.....λ
ψ

−+−−
=

∑∑ ∑

 where

 


 =

=
otherwise0,

d ofblock  initial theinis...aaaaif,1
w pn21

.....aaa n21

again where 
n21n1 aaaaa dxx....dxdd =  is such that it does

not contain 
ri2i1i

aaa d,d,d since for these factors we have

instead *
a

*
a

*
a

ri2i1i
d.....,,d,d  which are contrast vectors from

( ) ( )ss JIS − .:

Proof: The contrast vector xc  is as given in (2.2) with
tx

tc  being an sx1 unit vector for  is an (s-l)x1 unit vector

for  tx
t1r21 c,mn1,2,...,t,,...ii,it −=± is any of the columns

of the matrix .,...ii,itforJsI r21(s)(s) =−  Therefore
11 mnmrxx sl)(s1)(scc −′ −−=            (3.4)

But

)(λλ
mmm1

mn
11 )Il)(ss\(λK −−= −−            (3.5)

and

∑ ∑ ∑=′′

1 2

ri2ii1in21

n

1
a a

*
a

*
a

*
a....aaa

a
na

xx ...dddd....aw.....cNNc     (3.6)

using (3.1) and (3.2).

Hence using (3.4),(3.5) and (3.6) we obtain Lemma 3.1.

Lemma 3.2: Loss of information due to confounding with
blocks on any r-factor interaction of the form

{ } { }1r21riii mn.....,1,2,i,....,i,i,....FF,F
21

−⊂  whose levels were

not deleted and { }rrr iii ...,,,
211 ++  { }n2,....,mn1,mn 11 +−+−⊂

whose levels were deleted to obtain  d is given by

 ( ) ( ) ( ) 1111

1 2 n

ri2i1in21n21

2mmnm2rrr
a a a

*
a

*
a

*
a...aaa...aaa

x sls1ls1s

.....ddddw.....λ
ψ

−+− −−−−
=

∑∑ ∑

where 
n......1 aaw  and 

na.....aad  is as given in lemma 3.1 and
*
a

*
a

*
a

ri2i1i
d.....,,d,d  are contrast vectors from ( ) ( )ss JIS −   and

*
a

*
a

ri11ri
d.....,,d

+
 are contrast vectors from ( ) ( ) ( )lsls JIlS −− −− .

Proof: The contrast vector xc is as given in (2.2) with
tx

tc  being an sx1 unit vector for  is an (s-l)x1 unit vector

for  tx
tr2111 candi,..,i,itandn2,...,mn1,mnt ±+−+−=

Is any of the columns of the matrix
t

1

x
t11jr21(s)(s) candr1,2,..,j,mni,,...ii,itforJsI =−≤=−  is

any of the columns of the matrix  l)(sl)(s Jl)I(s −− −−  for

1,..rrj,mni,i,...,i.,it 11jr2r1r 11
+=−〉= ++  Therefore

1111 mnmrrrxx sl)(s1)l(s1)(scc −−′ −−−−=                         (3.7)

Hence using (3.5),(3.6) and (3.7) we obtain Lemm 3.2

Lemma 3.3

Loss of information due to confounding with blocks on

any r-factor interaction of form riii ....FF,F
21

 for which

levels of all the factors were deleted from pd to obtain  d
is given by

( ) ( ) 11

1 n

ri1i11

2mmn2mr
a a

*
a

*
anana

x sls1ls

....dd..ad...aw....λ
ψ

−+−−−
=

∑ ∑

where 
n......1 aaw and 

na..... aad  is as given in lemma 3.1 and
*
a

*
a

ri11ri
d.....,,d

+
 are contrast vectors from ( ) ( ) ( )lsls JIlS −− −− .

Proof: The contrast vector  xc  is as given in (2.2) with
tx

tc  being an sx1 unit vector for tx
t1 c,mn1,2,...,t −=  is

an (s-l)x1 unit vector for  n2,...,mn1,mnt 11 +−+−=

and tx
tr21 candi,..,i,it ±

Is any of the columns of the matrix l)(sl)(s Jl)I(s −− −−  for

r21 ,...ii,it = . Hence

11 mnmrxx sl)(s1)l(scc −′ −−−=  (3.8)

Hence using (3.5),(3.6) and (3.8) we obtain Lemma 3.3
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CONFOUNDING IN DELETION DESIGNS

The following results in confounding in generalised cyclic
designs is due to John and Dean (1975). The number of
degrees of freedom confounded with blocks for any given
interaction Xα  is given by

∑ ∑ ∑ 


=
=

1 2

j

j

n

1
a a

x
a

n

1ja
na

x zΠ....aw.....k
1Y         (4.1)

where 







=

=≠−

==−

=

0xif,1
1xand0aif,1
1xand0aif,1s

z

j

jj

jj

x
a

j

j

and 
n......1 aaw  is as given in Lemma 3.1.

If the number of degrees of freedom in (4.1) is zero, then
the interaction is unconfounded with blocks and if it is

( ) jx
n

1j
1sΠ −

=
 the interaction is totally confounded with

blocks. Consider any interactions between the n factors,

say the interactions of the factors riii ....FF,F
21

Let
( )( )jiaA =            (4.2)

where jia  is from the i-th generator  .....aaag
21 ii1 = ;

m1,2....,i =  and r21 i...,,i,ij= .

Consider all the f x f submatrices contained in the j1-th,

j2-th,.....jr-th rows of A and let 
f1 .....jjh  be the absolute values

of their determinants ( )mfr,f ≤≤ . Define as follows

mf0if}),...ii,{i}j,...,j,{j\
mfif0,

HCF(h
0fif1,

H r21f21j,...,j,jf f21
<<⊂








>

=
=

                          (4.3)

In our case the treatment combinations in the initial block
are of the form

( )m....,2,1,i1;k.....,1,0,ugu...gugu iimm2211 =−=+++
The number of treatments in the initial block with i1-th,

i2-th,....,ir-th factors all zero is given by 
r1 ....ii

rm ws −  where

( )
{ } { }(
{ } { }(














>⊂

≤<⊂

≠≤

=
−

−

−=

.

mrifi....,,i,ij,...,j,j\wHCFs

mrgifi....,,i,ij,...,j,j\wHCFs

0Handmrif,HHs,HCFΠ

w
r21m21.....jjj

gr

r21g21.....jjj
gr

r1ff

r

1f

...ii

m21

g21

r1

           (4.4)

where g is such that 0Hg ≠  and 0..HH 2g1g === ++    and

g = 1 if H1 = 0. Let Yx be denoted by 
h21 ...jjjY  where x has

the j1-th, j2-th,...., jh-th digits unity and the remainder zero.
Then it can be shown that for the interactions of the factors

riii ....FF,F
21

 , the number of degrees of freedom
confounded with blocks is given by

{ }( { }) 1i...,,i,ij...,,j,j\YwY r21

1r

1g
g21.....jjji....ii....iii g21r21r21

−⊂−= ∑
−

=
   (4.5)

We now give the following results on confounding in
deletion designs.

Chauhan (1989) studied confounding in deletion designs
and the following discussion and theorem 1 below is due
to her. Let Xα  be a given interaction. Then the factors

riii ....FF,F
21

 or simply { }n1,2,.....,  can be partitioned into
three mutually exclusive and exhaustive sets

321 Ωand,Ω,Ω  as follows: 1Ω  contains the factors

whose levels were not deleted from pd  to  obtain d , that

is the factors { } 21 Ω;mn1,2,....., −  contains the factors

whose levels were deleted from pd  to  obtain d  and these

factors are not in the factorial space xV , that is the factors

{ } 3111 Ω;amn....,2,mn1,mn +−+−+−  contains

the factors whose levels were deleted from pd  to  obtain

d  and these factors are in the factorial space xV , that is

the factors { }n....,2,amn1,amn 11 ++−++− ;

1m0,1,2,...,a = .

We shall write the factorial space xV  as ( )r21 j...,,j,jV

if 1x...xx
r1 jjj ====  and all other s'x j  are zero,

where { } { } ,mn.....,1,2,i....,,i,i 1r21 −⊂  then we have the
following theorem.
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Theorem 1: (Chauhan (1989))

Let the contrast vector
( )n....,2,amn1,amn,i....,,i,ivc 11r21

x ++−++−∈

and let xx
p cDc ′=

then
)n2,....,amn1,amng,,i,...,i,(ivc 11r21p

x
p ++−++−⊕∈

where ( )2Ωpg ∈ ; that is g  belongs to the power set of

2Ω  and ⊕  denotes the direct sum. Where

n21 D....DDD ⊗⊗⊗=

again jD  where is as defined in section 3.

The following results on deletion designs follow:

Theorem 2

If nS  is a generalised cyclic design generated by m

generators such that 1g  = twice the (n-m+1)-th row of
an identity matrix of order n and m32 g.....,,g,g  are the
last (m-1) rows of an identity matrix of order n and if

2s >  is even then all the main effects and all the

interactions of the first m)(n −  factors are totally
confounded with blocks while the main effect of factor

1mnF +−  and any effects involving this factor and any

number of the first m)(n −  factors are partially
confounded with blocks provided 12mn −≥ .

Proof: For the main effects and interactions of the first
factors, we have for the main effect of factor

1,2j,F 1j1
= ,

1j
h,mn...., − ( ) 0.....,00,0,HCF == ,

which gives

( ) ss,0HCFw
1j

==

and hence 01sY
1j

≠−=  since 1s > .

Therefore all the main effects of the first m)(n −  factors
are totally confounded with blocks using (4.5).

For two factors interactions of factors 
1j

F and ,F
2j

,mn....,,1,2jj 21 −=<  the matrix A  in (4.2) is the

zero matrix which gives 0H 2 = . Therefore

( ) 212
jj sss,HCFsw

21
== −

and so 
( )

( ) 01s

11s2sY
2

2
jj 21

≠−=

−−−=

since 1s > . Hence by (4.5) all the two factors interactions
of this form are totally confounded with blocks.

To obtain the result for the general case we proceed by
induction. Assume the k-factor interactions are totally
confounded with blocks for 1mn.....,2,1,k −−= , that
is

( ) 01sY k
j......jj k21

≠−=

We wish to show that the ( ) −+1k factor interactions are
totally confounded with blocks. From (4.5)

{ } { }( ) 1j,..jj,jCi,...,i,i\YsY
k

1g
1kk21g21....ii

1k
jj......jj g11kk21

−−= ∑
=

+
+

+






 +
−




 +
−





−
+

−




 +
−=

−

+

0
1k

Y
1
1k

Y
1k
1k

Y
k
1k

s
11k21k21 j...jjj....jjj

1k

( ) ( ) ( ) ( ) 1k1kk1k 1s
0
1k

1s
1
1k

1s
1k
1k

1s
k
1k

s
1k
1k +−+ −=




 +
−−




 +
−−





−
+

−−




 +
−





+
+

=

therefore all the k-factor interactions, k=1,2,�,n-m-1
are totally confounded with blocks.

For the main effect of factor 1mnF +−   we have

( ) 20,...,02,...,0,0,0,FCHh 1mn ==+−

Thus
( ) 22s,FCHw 1mn ==+−

and therefore
( )1s112Y 1mn −<=−=+−

Hence one degree of freedom from the main effect of
factor 1mnF +−  is confounded with blocks. Therefore the

main effect of factor 1mnF +−   is partially confounded.

For the two factor interactions of the form

m,n2,....,1,j,FF 11mnj −=+−  the matrix  A   is of
the form
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( )( ) 






==
00........020...............00
0.........000....0..........00

aA
ji

Hence 0H 2 = . and

( ) 2ss,2FCHsw 12
1mnj1

== −
+−

Therefore

( )
( )2

1mnj

1s1s

111s2sY
1

−<−=

−−−−=+−

and it follows that the two factor interactions of this form
are partially confounded with blocks.

In general for the k-factor interaction   1mnjjj F...FFF
1k21 +−−

for    m1,2,...nj...jj 1k21 −=<<< − , we get

1k
1mn1j....j2j1j

2sw −
+−−

=

Therefore using (4.5)

( ) ( )

( ) ( ) ( )k1k0

3k2k1k
1mn......jjj

1s1s1s
1
1k

1
k

...1s
2k
1k

2k
k

1s
1k
1k

1k
k

s2Y
1j21

−<−=−














 −
−







−

−−













−
−

−





−

−−













−
−

−





−

−=

−

−−−
+−−

hence all interactions involving factor 1mnF +−  and any

number of the first m)(n − factors are partially
confounded with blocks.

It can be shown that the 1s2 mn −−  degrees of freedom
confounded with blocks are from the main effects and
interactions of the first m)(n −  factors and from the main
effect of factor and all the interactions involving factor

1mnF +−  and any number of the first m)(n −  factors

provided 1.2mn −≤  Again the loss of information on

the main effect of factor 1mnF +−  or any two factor

interactions of the form mn1,2,.....,j,FF 1mnj −=+−

due to confounding with blocks, is given by ( )1s
1ψ x −= .

The following results are on the efficiency of the class

of deletion designs derived from the generalised cyclic
designs above with respect to estimable effects.

Theorem 3: The main effect of factor 1mnF +−  and all the
interactions involving this factor and any number of the
first m)(n −  factors are partially confounded in these
deletion designs.

Proof: In this case  ( )1mn,i.....,,i,iVc e21
x +−∈

where { } { }mn....,,2,1i,.....,i,i e21 −⊂  for

mn....,,21,e −= .  Hence { } == 2e211 Ω,i.....,,i,iΩ

{ }n.....,2,mn1,mn 11 +−+−  and { }φΩ 3 = .

Terefore the power set 2Ω  is given by ( ) { } ,,φΩP 2 =

}{ } { } { } .....,,2mn1,mn,n...,,1mn 111 +−+−+−

}{ }n....,2,mn1,mn 11 +−+−

it follows from theorem 1 that if
xx

p cDc ′=

then
( ) ( )
( ) ( )n1,..,mn,1mn,i,..,i,iV...n,,..ii,iV...

1mn1,mn,i,..,i,iV1mn,i,..,i,iVc

1e21pe21p

1e21pe21p
x
p

+−+−⊕⊕⊕

⊕+−+−⊕+−∈

But all these factorial spaces are partially confounded in

pd  and hence the result.

Using a similar argument it can be shown that all the other
main effects and interactions are fully estimable in these
designs.

These deletion designs are derived from an generalised
ns  cyclic design generated by m generators such that g1

= twice the ( ) th1mn −+−  row of an identity matrix of
order and are the last  rows of an identity matrix of order

n and m32 g,....,g,g  hence it follows that ( )1m −  the

loss of information on factor 1mnF +−  due to confounding
with blocks is given by

( ) ( ) 11

1mn n

1mnn21n21

2mmnm2

a a

*
aa,....,a,a,....aa,a

x sls1s

ddw....2
ψ

−+−−
=

∑ ∑
+−

+−
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using lemma 3.1 But if n21 ...aaaa =  is a treatment
combination in the initial block, then





+−+−=
−=

=
n2,....,mn1,mnifor,a

mn1,2,....,ifor,0
a

j
i

where 2s4,...,2,,0a 1mn −=+−  and 1s2,...,1,,0a j −=

for n.3,...,mn,2mnj +−+−= Therefore for these
deletion designs.
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x sls1s
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It can be shown that







=≠−

−==−
=
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j

j

a j
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
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=
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+−

+− 0aif,s
0aif,1Ss

d
1mn

1mn*
a 1mn

The following result on loss of information follow.

Theorem 4: Loss of information on the main effect of
factor 1mnF +−   or any two factor interactions of the form

mn1,2,.....,j,FF 1mnj −=+−  due to confounding with
blocks, provided

l = 1, is given by

( ) ( ) ( ) ( ) ( ) ( )

( ) ( )( ) ( ) ( )
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−
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m21mm2m
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42m21mm
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2m
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1s
1m
1m

s1s
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Example Consider a 44 generalised cyclic design
generated by 0100g,0020g 21 ==  and 1000g 3 = .

Thus we have 8bp =  blocks of size 3
p 4x2k = . It

follows by Theorem 2 that the main effect of factor F1 is
totally confounded with blocks while the main effect of
factor F2 and the two factor interaction F1F2 are partially
confounded with blocks. All the other main effects and
interaction are fully estimable. Loss of information on
main effects of factor F2 or on two factor interactions
F1F2 is given by

( ) 0.331s
1ψx =−=

For the deletion designs of the form

( ) ,21,m,144 1

mm4 11 =−−  the main effects of factor
F2 and the two factor interaction F1F2 remain partially
confounded using Theorem 3. All other main effects and
intersections are fully estimable.

The loss of information on the main effect of factor  or
on the two factor interaction F1F2 is now as follows;

(i) For the 43 x 3 deletion design

( ) ( ) ( )   0.2132x3
0

13
24

23
13

14
13
13

414
1ψ 22

3x =













 −
+−





−
−

+−





−
−

−
=

(ii)    For the 42 x 32 deletion design 0.201ψ x =

Note that for a 46 generalised cyclic design generated by
,000020g1 = 000100g2 = 0,01000g3 =

010000g4 =  and 100000g5 = . Thus
4

p 4x2k =  and 8bp = . The same effects that were not
estimable in the 44 generalised cyclic design are still not
estimable in this design and are the only ones. Loss of
information on F2 or the two factor interaction F1F2
remain the same. However

(i) For the 45 x 3 deletion design 0.198ψ x =

(ii) For the  deletion design 0.125ψ x =

(iii) For the 43 x 33 deletion design 0.103ψ x =

(iv) For the 42 x 34 deletion design 0.122ψ x =

CONCLUDING REMARKS

These deletion designs are sometimes more efficient than
the preliminary generalized cyclic design they were
derived from with respect to loss of information. For
example for l=1 using Theorem 4 above

11)(m
1mm12m

1m

x 1)(ss
s1)(s

1)(sψ −+−
−−+

−

−<=
−

−<

For some deletion designs the effects that were non-
estimable in the preliminary generalized cyclic design
are the same effects that are non-estimable in the resulting
deletion designs as is the case in the above example. Lastly
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the deletion designs are more economical than the
preliminary generalised cyclic design they are derived
from because they require a smaller number of treatment
combinations thus smaller number of experimental units.
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